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Introduction
In the realm of advanced language models, OpenAI’s Generative Pre-trained Trans-
former (GPT) has emerged as a groundbreaking tool that has begun to make significant 
strides in numerous disciplines (Biswas, 2023a, b; Firat, 2023; Kalla, 2023). Education, in 
particular, has become a fertile ground for this innovation (Kasneci et al., 2023). A stand-
out instance is ChatGPT, the latest iteration of this transformative technology, which has 
been rapidly adopted by a large segment of university students across the globe (Rudolph 
et al., 2023). At its core, ChatGPT is armed with the ability to produce cohesive, contex-
tually appropriate responses predicated on preceding dialogues, providing an interactive 
medium akin to human conversation (King & ChatGPT, 2023). This interactive capacity 
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of ChatGPT has the potential to significantly restructure the educational landscape, 
altering the way students absorb, interact, and engage with academic content (Fauzi et 
al., 2023). Despite the burgeoning intrigue surrounding this technology and its applica-
tions, the comprehensive examination of determinants shaping students’ behavior in the 
adoption and usage of ChatGPT remains a largely uncharted territory. A thorough, sys-
tematic understanding of these determinants, both facilitative and inhibitive, is essential 
for the more effective deployment and acceptance of such a tool in educational settings, 
thereby contributing to its ultimate success and efficacy. The current study seeks to shed 
light on this crucial aspect, aiming to provide a nuanced comprehension of the array 
of factors that influence university students’ behavioral intentions and patterns towards 
utilizing ChatGPT for their educational pursuits.

ChatGPT is replete with remarkable features courtesy of its underlying technolo-
gies: machine learning (Rospigliosi, 2023) and natural language processing (Maddigan 
& Susnjak, 2023). Its capabilities span across a broad spectrum, from completing texts, 
answering questions, to even spawning original content. In the landscape of education, 
these functionalities morph into a powerful apparatus that could revolutionize tradi-
tional learning modalities. Similar to a human tutor, students can converse with Chat-
GPT—asking questions, eliciting explanations, or diving into profound discussions 
about their study materials. Beyond its conversational abilities, ChatGPT’s capacity to 
learn from past interactions enables it to refine its responses over time, catering more 
accurately to the user’s distinct needs and preferences (McGee, 2023). This attribute of 
continuous learning and adaptation paves the way for a more personalized and efficient 
learning experience, offering custom-made academic assistance (Aljanabi, 2023). This 
intricate combination of characteristics arguably makes ChatGPT a potent tool in the 
educational sphere, worthy of systematic examination to optimize its potential benefits 
and mitigate any challenges.

ChatGPT’s unique features manifest a range of enabling factors that can significantly 
influence its adoption among university students. One such factor is the self-learning 
attribute that empowers the AI to progressively enhance its performance (Rijsdijk et al., 
2007). This feature aligns with the ongoing learning journey of students, potentially fos-
tering a symbiotic learning environment. Another pivotal factor is the scope for knowl-
edge acquisition and application. As ChatGPT assists in knowledge acquisition, students 
can simultaneously apply their newly garnered knowledge, potentially bolstering their 
academic performance. Personalization of the AI forms another significant enabling 
factor, ensuring that the interactions are fine-tuned to each student’s distinctive needs, 
thereby promoting a more individual-centered learning experience. Lastly, the novelty 
value that ChatGPT brings to the educational realm can stimulate student engagement, 
making learning an exciting and enjoyable process. Unraveling the influence of these fac-
tors on students’ behavior toward ChatGPT could yield valuable insights, paving the way 
for the tool’s effective implementation in education.

Alongside the positive influencers, some potential detractors could hinder the adop-
tion of ChatGPT among university students. Among these, privacy concerns stand out 
as paramount (Lund & Wang, 2023; McCallum, 2023). With data breaches becoming 
increasingly common, students might be apprehensive about sharing their academic 
queries and discussions with an AI tool. Technophobia is another potential inhibitor, as 
not all students might be comfortable interacting with an advanced AI model. Moreover, 
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some students might experience guilt feelings while using ChatGPT, equating its assis-
tance to a form of ‘cheating’ (Anders, 2023). Evaluating these potential inhibitors is 
crucial to forming a comprehensive understanding of the factors that shape students’ 
behavior towards ChatGPT. This balanced approach could help identify ways to alleviate 
these concerns and foster wider adoption of this promising educational tool.

Despite the growing adoption of AI tools like ChatGPT, there is a notable gap in the 
literature pertaining to how these tools influence behavior in an educational context. 
Moreover, existing studies often fail to account for both enabling and inhibiting factors. 
Therefore, this paper endeavors to fill this gap by offering a more balanced and compre-
hensive exploration. The primary objective of this study is to empirically examine the 
determinants—both enablers and inhibitors—that influence university students’ behav-
ioral intentions and actual behavior towards using ChatGPT. By doing so, this study 
seeks to make a valuable contribution to the academic discourse surrounding the use of 
AI in education, while also offering practical implications for its more effective imple-
mentation in educational settings.

The rest of this paper is structured as follows: the next section reviews the relevant 
literature and formulates the research hypotheses. The subsequent section outlines the 
research methodology, followed by a presentation and discussion of the results. Finally, 
the paper concludes with the implications for theory and practice, and suggestions for 
future research.

Theoretical background and hypothesis development
This study is grounded in several theoretical frameworks that inform the understanding 
of AI-based language models, like ChatGPT, and their impact on individual impact, ben-
efits, behavioral intention, and behavior.

Figure 1 displays the research mode. The model asserts that the AI’s self-learning capa-
bility influences knowledge acquisition and application, which in turn impact individual 
users. Personalization of the AI and the novelty value it offers are also predicted to have 
substantial effects on the perceived benefits, influencing the behavioral intention to use 
AI, culminating in actual behavior. The model also takes into account potential negative 
influences such as perceived risk, technophobia, and feelings of guilt on the behavioral 

Fig. 1  Research Model
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intention to use the AI. The last two constructs in the model, behavioral intention and 
innovativeness, are anticipated to influence the actual behavior of the AI.

Self-determination theory (SDT)

The SDT is indeed a critical theoretical foundation in this study. The theory, developed 
by Ryan and Deci (2000), posits that when tasks are intrinsically motivating and indi-
viduals perceive competence in these tasks, it leads to improved performance, persis-
tence, and creativity. This theoretical framework supports the idea that the self-learning 
capability of AI, like ChatGPT, is vital in fostering intrinsic motivation among its users. 
Specifically, the self-learning aspect allows ChatGPT to tailor its interactions according 
to the individual user’s needs, thereby creating a more engaging and personally relevant 
learning environment. This can enhance users’ perception of their competence, resulting 
in more effective knowledge acquisition and application (H1).

Further, by promoting effective knowledge acquisition and application, the self-learn-
ing capability of ChatGPT can significantly impact individuals positively (H2, H3). That 
is, students can use the knowledge gained from interactions with ChatGPT to improve 
their academic performance, deepen their understanding of various subjects, and even 
stimulate their creativity. This aligns with the SDT’s emphasis on competence perception 
as a driver of enhanced performance and creativity.

Therefore, in line with the SDT, this study hypothesizes that the self-learning capa-
bility of ChatGPT, which promotes intrinsic motivation and perceived competence, can 
lead to improved knowledge acquisition and application, and consequently, a positive 
individual impact. This theoretical foundation helps to validate the first three hypotheses 
of the study and underscores the significance of intrinsic motivation and perceived com-
petence in leveraging the educational potential of AI tools like ChatGPT.

Self-learning

Self-learning is considered as an inherent capability of ChatGPT, the AI tool (Rijsdijk 
et al., 2007). This unique ability of ChatGPT allows it to conduct continuous learning, 
improve itself, and solve problems based on big data analysis. The concept of self-learn-
ing in AI involves the system’s ability to learn and improve from experience with-
out being explicitly programmed (Bishop & Nasrabadi, 2006). Such an AI-based tool, 
like ChatGPT, can evolve its capabilities over time, making it a highly efficient tool for 
knowledge acquisition and application among students (Berland et al., 2014). Berland et 
al. (2014) pointed out that self-learning in AI can provide personalized learning experi-
ences, thereby helping students to acquire and retain knowledge more effectively. This is 
due to the AI’s ability to adapt its responses based on past interactions and data, allow-
ing for more targeted and relevant knowledge acquisition. For knowledge application, 
the self-learning capability of AI tools like ChatGPT can play a significant role. D’mello 
and Graesser (2013) argued that such AI systems could enhance learners’ ability to apply 
acquired knowledge, as they can simulate a variety of scenarios and provide immediate 
feedback. This real-time, contextual problem-solving can further strengthen knowledge 
application skills in students. Consequently, recognizing the potential of self-learning in 
AI, such as in ChatGPT, to improve both knowledge acquisition and application among 
university students, this study suggests the following hypotheses.
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H1a. Self-learning has a positive effect on knowledge acquisition.

 
H1b. Self-learning has a positive effect on knowledge application.

Knowledge Acquisition

Knowledge acquisition is the process in which new information is obtained and sub-
sequently expanded upon when additional insights are gained. A research by Nonaka 
(1994) emphasized the role of knowledge acquisition in enhancing organizational pro-
ductivity. Another study by Alavi and Leidner (2001) suggested that knowledge acqui-
sition can positively influence individual performance by improving the efficiency and 
effectiveness of task execution. Several scholars have shown the significance of knowl-
edge acquisition on perceived usefulness in the context of learning (Al-Emran et al., 
2018; Al-Emran & Teo, 2020). Given the capabilities of AI chatbots like ChatGPT in 
providing users with immediate, accurate, and personalized information, it’s likely that 
knowledge acquisition from using such a tool could lead to improved task performance 
or individual impact. Therefore, this study proposes the following hypothesis:

 
H2. Knowledge acquisition has a positive effect on individual impact.

Knowledge application

Knowledge application, as defined by Al-Emran et al. (2020), implies the facilitation of 
individuals to effortlessly utilize knowledge techniques via efficient storage and retrieval 
systems. With AI-driven chatbots like ChatGPT, this application process can be signifi-
cantly enhanced. The positive influence of effective knowledge application on individual 
outcomes has also been corroborated by previous research (Al-Emran & Teo, 2020; Alavi 
& Leidner, 2001; Heisig, 2009). Therefore, this study suggests the following hypothesis:

 
H3. Knowledge application has a positive effect on individual impact.

Personalization

The study’s conceptual framework is further informed by personalization (Maghsudi et 
al., 2021; Yu et al., 2017), underscoring the importance of personalized experiences in 
a learning environment. Literature on personalization advocates that designing experi-
ences tailored to individual needs and preferences enhances the user’s engagement and 
satisfaction (Desaid, 2020; Jo, 2022). In the context of AI, personalization refers to the 
ability of the system, in this case, ChatGPT, to adapt its interactions based on the unique 
requirements and patterns of the individual user. This capacity to customize interactions 
could make the learning process more relevant and stimulating for the students, thereby 
potentially increasing the novelty value they derive from using ChatGPT (H4a).

Furthermore, the personalization theory also suggests that a personalized learning 
environment can lead to increased perceived benefits, as it allows students to learn at 
their own pace, focus on areas of interest or difficulty, and receive feedback that is spe-
cific to their learning progress (H4b). This aligns with the results of the study, which 
found a significant positive relationship between personalization and perceived benefits.
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Personalization

Personalization refers to the technology’s ability to tailor interactions based on the user’s 
preferences, behaviors, and individual characteristics, providing a unique and individu-
alized user experience (Wirtz et al., 2018). This capacity has been found to significantly 
enhance users’ perception of value in their interactions with the technology (Chen et al., 
2022). Previous research has indicated that the personalization capabilities of AI chat-
bots, such as ChatGPT, can enhance this novelty value, as the individualized user experi-
ence provides a unique and fresh engagement every time (Haleem et al., 2022; Koubaa et 
al., 2023). Research has highlighted that personalized interactions with AI chatbots can 
lead to increased perceived benefits, such as improved efficiency, productivity, and task 
performance (Makice, 2009). Personalization enables the technology to cater to the indi-
vidual user’s needs effectively, thereby enhancing their perception of the benefits derived 
from using it (Wirtz et al., 2018). Thus, this study proposes the following hypotheses:

 
H4a. Personalization has a positive effect on novelty value.

 
H4b. Personalization has a positive effect on benefits.

Diffusion of Innovation

The diffusion of innovations theory offers a valuable lens through which to understand 
the adoption of new technologies (Rogers, 2010). The theory suggests that the diffusion 
and adoption of an innovation in a social system are influenced by five key factors: the 
innovation’s relative advantage, compatibility, complexity, trialability, and observability.

One essential aspect of the innovation, which resonates strongly with this study, is 
its relative advantage – the degree to which an innovation is perceived as being better 
than the idea it supersedes. This relative advantage often takes the form of novelty value, 
especially in the early stages of an innovation’s diffusion process. In this context, Chat-
GPT, with its self-learning capability, personalization, and interactive conversation style, 
can be seen as a novel approach to traditional learning methods. This novelty can make 
the learning process more engaging, exciting, and effective, thereby increasing the per-
ceived benefits for students.

Rogers’ theory also highlights that these perceived benefits can significantly influence 
an individual’s intention to adopt the innovation. The more an individual perceives the 
benefits of the innovation to outweigh the costs, the more likely they are to adopt it. In 
the context of this study, the novelty value of using ChatGPT contributes to the per-
ceived benefits (H5), which in turn influences the intention to use it (H7). This under-
scores the importance of managing the perceived novelty value of AI tools like ChatGPT 
in a learning environment, as it can be a crucial determinant of their adoption and use. 
Furthermore, Rogers’ theory stresses the importance of compatibility and simplicity 
of the innovation. These attributes align with the concepts of personalization and self-
learning capabilities of ChatGPT, highlighting that an AI tool that aligns with users’ 
needs and is easy to use is more likely to be adopted.

Novelty value

Novelty value refers to the unique and new experience that users perceive when interact-
ing with the technology (Moussawi et al., 2021). This sense of novelty has been associated 
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with increased interest, engagement, and satisfaction, contributing to a more valuable 
and enriching user experience (Hund et al., 2021). In this context, the novelty value pro-
vided by AI artifacts can enhance the perceived value of using the technology (Jo, 2022). 
This relationship has been documented in prior research, showing that the novelty of 
technology use can lead to increased perceived benefits, possibly due to heightened user 
interest, engagement, and satisfaction (Huang & Benyoucef, 2013). Therefore, this study 
suggests the following hypothesis:

 
H5. Novelty value has a positive effect on benefits.

Technology Acceptance Model (TAM)

The TAM has been widely employed to explain user acceptance and usage of technology. 
TAM posits that two particular perceptions, perceived usefulness (the degree to which 
a person believes that using a particular system would enhance their job performance) 
and perceived ease of use (the degree to which a person believes that using a particular 
system would be free of effort), determine an individual’s attitude toward using the sys-
tem, which in turn influences their behavioral intention to use it, and ultimately their 
actual system use.

In the context of this study, TAM offers valuable insight into how individual impact, 
perceived as the influence of using ChatGPT on a student’s academic performance and 
outcomes, can affect perceived benefits and behavioral intention (H6a, H6b). Students 
are more likely to use ChatGPT if they perceive it to have a positive impact on their 
learning outcomes. This perceived impact can enhance the perceived benefits of using 
ChatGPT, which can then influence their behavioral intention to use it. This aligns with 
Davis’s proposition that perceived usefulness positively influences behavioral intention 
to use a technology (Davis, 1989).

Moreover, the relationship between perceived benefits and behavioral intention (H7) 
is also consistent with TAM. According to Davis (1989), when users perceive a system 
as beneficial, they are more likely to form positive intentions to use it. Thus, the more 
students perceive the benefits of using ChatGPT, such as improved learning outcomes, 
personalized learning experiences, and increased engagement, the stronger their inten-
tion to use ChatGPT.

Individual impact

Individual impact refers to the perceived improvements in task performance and pro-
ductivity brought about by the use of an IT such as ChatGPT (Aparicio et al., 2017). 
The perceived usefulness, which is closely related to individual impact, has a positive 
effect on behavioral intention to use a technology (Davis, 1989). In the literature, numer-
ous studies have demonstrated that when users perceive a technology to be beneficial 
and impactful on their personal efficiency or productivity, they are more likely to have 
a positive behavioral intention towards using it (Gatzioufa & Saprikis, 2022; Kelly et al., 
2022; Venkatesh et al., 2012). Similarly, these perceived improvements or benefits can 
also increase the perceived value of the technology, contributing to its overall appeal 
(Kim & Benbasat, 2006). Therefore, building upon this premise, this study proposes the 
following hypotheses.
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H6a. Individual impact has a positive effect on benefits.

 
H6b. Individual impact has a positive effect on behavioral intention.

Benefits

The concept of benefits is the perceived advantage or gain a user experiences from the 
use of the IT (Al-Fraihat et al., 2020). This study employed the individual impact and 
benefits separately. The rationale for considering individual impact and benefits as sep-
arate constructs in this research stems from the subtle differences in their underlying 
meanings and implications in the context of using AI chatbots like ChatGPT. While 
they might appear closely related, treating them separately can provide a more nuanced 
understanding of user experiences and perceptions. Individual impact, as defined in this 
research, pertains to the direct effects of using ChatGPT on the user’s performance and 
productivity. It encapsulates the tangible, immediate changes that occur in a user’s work 
efficiency and task completion speed as a result of using the AI chatbot. Therefore, indi-
vidual impact serves as a measure of performance enhancement, indicating the ‘output’ 
side of the user’s interaction with ChatGPT. On the other hand, benefits, as gauged by 
the proposed survey items, are more encompassing. They extend beyond the immediate 
task-related effects to include the overall advantages perceived by the users. This could 
range from acquiring new knowledge to achieving personal or educational goals. Ben-
efits, in essence, capture the ‘outcome’ aspect of using ChatGPT, reflecting a broader 
range of positive effects that contribute to user satisfaction and perceived value. By dif-
ferentiating between individual impact and benefits, this research can provide a more 
detailed and comprehensive analysis of users’ experiences with ChatGPT.

The benefit as a determinant of behavioral intention is firmly established within the 
extant literature on technology acceptance and adoption. the theory of reasoned action 
(TRA) posits that the perception of benefits or value is directly linked to behavioral 
intentions (Fishbein & Ajzen, 1975). Similarly, the TAM proposes that perceived use-
fulness significantly influences behavioral intention to use a technology (Davis, 1989). 
Recent studies further confirm this relationship, which highlighted that the perceived 
benefit of a technology strongly predicts users’ intentions to use it (Cao et al., 2021; 
Chao, 2019; Yang & Wibowo, 2022). Given the consistent findings supporting this rela-
tionship, the following hypothesis is proposed:

 
H7. Benefits has a positive effect on behavioral intention.

Privacy theory and Technostress

The privacy paradox theory, formulated by Barnes (2006), provides insight into the 
intriguing contradiction that exists between individuals’ expressed concerns about pri-
vacy and their actual online behavior. Despite voicing concerns about their privacy, 
many individuals continue to disclose personal information or engage in activities that 
may compromise their privacy. However, in the context of AI technologies like Chat-
GPT, this study posits that privacy concerns may have a more pronounced impact. Par-
ticularly in an educational context, where sensitive academic information may be shared, 
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privacy concerns can act as a deterrent, negatively influencing the behavioral intention 
to use the technology (H8).

On the other hand, the technostress model by Tarafdar et al. (2007) further illuminates 
our understanding of technology-induced stress and its impact on behavioral intention. 
This model proposes that individuals can experience different forms of technostress, 
including technophobia, which refers to the fear or anxiety experienced by some indi-
viduals when faced with new technologies. Technophobia can be particularly prevalent 
among individuals who lack familiarity or comfort with emerging technologies. In the 
context of this study, technophobia can potentially inhibit students from adopting and 
using AI tools like ChatGPT, thus negatively impacting their behavioral intention (H9).

Together, the privacy paradox theory and the technostress model provide a theoreti-
cal basis for understanding the potential inhibitors that could affect university students’ 
behavioral intention to use ChatGPT. By considering these theories, this study offers a 
more comprehensive perspective on the factors that can influence the adoption and use 
of AI technologies in an educational setting.

Privacy concerns

The concept of privacy concern refers to an individual’s anxiety or worry about the 
potential misuse or improper handling of personal data (Barth & de Jong, 2017). Pri-
vacy concern has been widely studied in the context of technology use, with a substan-
tial body of research suggesting it is a major determinant of user behavior and intention 
(de Cosmo et al., 2021; Lutz & Tamò-Larrieux, 2021; Zhu et al., 2022). In the era of big 
data and pervasive digital technology, privacy concerns have increasingly become a piv-
otal factor shaping user behaviors (Smith et al., 2011). A host of empirical studies sug-
gest that privacy concerns have a negative impact on behavioral intention. For example, 
Dinev and Hart (2006) observed that online privacy concerns negatively influence inten-
tion to use Internet services. Similarly, Li (2012) found that privacy concerns negatively 
affect users’ intention to adopt mobile apps. In the context of AI chatbots like ChatGPT, 
this concern could be even more pronounced, given the bot’s capacity for self-learning 
and data processing. Therefore, following the pattern observed in previous research, this 
study suggests the following hypothesis:

 
H8. Privacy concern has a negative effect on behavioral intention.

Technophobia

Technophobia is typically described as a personal fear or anxiety towards interacting 
with advanced technology, including AI systems such as ChatGPT (Ivanov & Webster, 
2017). People suffering from technophobia often exhibit avoidance behavior when it 
comes to using new technology (Khasawneh, 2022). Several studies have empirically 
supported the negative relationship between technophobia and behavioral intention. For 
instance, Marakas et al. (1998) demonstrated that technophobia significantly reduces 
users’ behavioral intention to use a new IT system. Further, Selwyn (2018) found that 
technophobia can lead to avoidance behaviors and resistance towards adopting and 
using new technology, thus negatively influencing behavioral intention. Some users may 
fear losing control to these systems or fear making mistakes while using them, leading 
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to a decline in their intention to use AI systems like ChatGPT. In consideration of these 
factors and in line with previous studies, this study posits the following hypothesis:

 
H9. Technophobia has a negative effect on behavioral intention.

Affect theory

The affect theory, proposed by Lazarus (1991), offers a comprehensive framework for 
understanding how emotions influence behavior, including technology use. According 
to this theory, emotional responses are elicited by the cognitive appraisal of a given situ-
ation and these emotional responses, in turn, have a significant impact on individuals’ 
behavior.

Applying this theory to the context of this study, it can be suggested that the use of AI 
technologies like ChatGPT can elicit a range of emotional responses among students. 
One particular emotion that is of interest in this study is guilt feeling. Guilt is typically 
experienced when individuals perceive that they have violated a moral standard. In the 
case of using AI technologies for learning, some students might perceive this as a form 
of ‘cheating’ or unfair advantage, thus leading to feelings of guilt.

This study hypothesizes that these guilt feelings can negatively influence students’ 
behavioral intention to use ChatGPT (H10). That is, students who experience guilt feel-
ings related to using ChatGPT might be less inclined to use this tool for their learning. 
This underscores the importance of considering emotional factors, in addition to cogni-
tive and behavioral factors, when exploring the determinants of technology use in an 
educational setting.

By integrating affect theory into the analysis, this study contributes to a more holis-
tic understanding of the factors influencing the adoption and use of AI technologies in 
education. It also highlights the need for strategies that address potential guilt feelings 
among students to promote more positive attitudes and intentions towards using these 
technologies for learning.

Guilt feeling

Guilt feeling as a psychological state has been discussed extensively in consumer behav-
ior research, often in the context of regret after certain consumption decisions (Khan et 
al., 2005; Zeelenberg & Pieters, 2007). Recently, guilt feeling has been associated with 
technology use, particularly when users perceive their technology use as excessive or 
inappropriate (Masood et al., 2022). For instance, guilt feeling could emerge among stu-
dents when they feel they excessively rely on AI tools, such as ChatGPT, for completing 
assignments instead of their own effort and intellectual work. In line with the negative 
state relief model (Cialdini et al., 1973), individuals experiencing guilt feelings tend to 
take actions to alleviate these feelings. If university students feel guilty for using Chat-
GPT in their assignments, they might reduce their future use of this tool, thereby nega-
tively impacting their behavioral intention to use ChatGPT. This finding is consistent 
with the results of a study conducted by Masood et al. (2022), which found that feelings 
of guilt resulting from excessive use of social networking sites predicted discontinuation. 
Thus, in the light of previous research suggesting a potential link between guilt feelings 
and behavioral intentions related to technology use, this study proposes the following 
hypothesis:
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H10. Guilt feeling has a negative effect on behavioral intention.

Innovativeness

Lastly, the diffusion of innovation theory (Rogers, 2010) lends further support to the 
hypotheses within the model (H12a, H12b), positing a positive influence of innovative-
ness on both behavioral intention and behavior. Innovativeness is defined as an indi-
vidual’s predisposition to adopt new ideas, processes, or products earlier than other 
members of a social system (Rogers, 1983). It plays a critical role in technology adoption 
research, with prior studies highlighting the positive effects of innovativeness on both 
behavioral intention and actual behavior. For instance, Agarwal and Prasad (1998) found 
that personal innovativeness in the domain of information technology significantly 
influenced individuals’ intention to use a new technology. Similarly, Varma Citrin et al. 
(2000) discovered that consumer innovativeness positively affected both intention to use 
and actual use of self-service technologies. In the context of AI chatbots like ChatGPT, it 
is reasonable to propose that innovative university students, open to trying new technol-
ogies and applications, would exhibit stronger intentions to use ChatGPT and indeed, 
more likely to use it in practice. Hence, this study advances the following hypotheses:

 
H11a. Innovativeness has a positive effect on behavioral intention.

 
H11b. Innovativeness has a positive effect on behavior.

Theory of planned behavior (TPB)

The TPB, as proposed by Ajzen (1991), is a widely recognized psychological framework 
for understanding human behavior in various contexts, including technology adoption 
(Huang, 2023; Meng & Choi, 2019; Song & Jo, 2023). At the heart of TPB is the principle 
that individuals’ behavioral intentions are the most immediate and critical determinant 
of their actual behavior. This principle is predicated on the assumption that individuals 
are rational actors who make systematic use of the information available to them when 
deciding their course of action.

In the context of this study, the TPB supports the hypothesis that behavioral intention, 
influenced by various enabling and inhibiting factors, can significantly predict the actual 
use of ChatGPT among university students (H11). That is, students who have a stronger 
intention to use ChatGPT, either due to perceived benefits or other positive factors, are 
more likely to engage in actual usage behavior. Conversely, those with weaker intentions, 
perhaps due to privacy concerns or feelings of guilt, are less likely to use ChatGPT.

This hypothesis, grounded in TPB, is instrumental in linking the various enabling 
and inhibiting factors to the actual use of ChatGPT. It helps to consolidate the theo-
retical framework of the study, enabling a more holistic understanding of the behav-
ioral dynamics at play. Moreover, it underscores the importance of cultivating positive 
behavioral intentions among students to encourage the actual use of AI technologies in 
education.

By integrating the TPB into the analysis, this study not only aligns with established 
psychological theories of behavior but also expands the application of these theories in 
the context of AI technology adoption in education.
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Behavioral intention

The relationship between behavioral intention and actual behavior is a fundamen-
tal principle in various behavior prediction models, most notably the TPB by Ajzen 
(1991). The TPB posits that behavioral intention is the most proximal determinant of 
actual behavior. The assumption is that individuals act in accordance with their inten-
tions, given that they have sufficient control over the behavior. Empirical studies have 
provided substantial evidence to support this link (Gatzioufa & Saprikis, 2022; Sun & 
Jeyaraj, 2013). In the context of ChatGPT usage among university students, it is there-
fore expected that higher intentions to use ChatGPT would translate into actual usage 
behavior. Therefore, drawing on existing literature and theoretical models, this study 
suggests the following hypothesis:

 
H12. Behavioral intention has a positive effect on behavior.

Methodology
Instrument

The instrument for this study was carefully crafted, leveraging a structured question-
naire to assess the influential factors in university students’ behavioral intentions and 
actual use of ChatGPT. Items in the questionnaire were adopted and adapted from the 
existing literature, ensuring their validity and relevance in examining the constructs of 
interest. Each item in the questionnaire was evaluated using a seven-point Likert scale, 
with 1 representing ‘strongly disagree’ and 7 denoting ‘strongly agree’. This provided a 
nuanced measurement of the participants’ perceptions and intentions. The survey ques-
tions were meticulously designed based on established theories and previous studies in 
the field, ensuring relevance to our research objectives.

Table A1 outlines a comprehensive list of constructs and their associated items used 
in the study, detailing how each construct is measured through specific statements. The 
constructs include self-learning, knowledge acquisition, knowledge application, person-
alization, novelty value, individual impact, benefits, privacy concern, technophobia, guilt 
feeling, innovativeness, behavioral intention, and behavior. Each item is attributed to 
sources from recent research, evidencing the rigorous grounding of these measures in 
existing literature. For instance, self-learning items are drawn from Chen et al. (2022), 
indicating the AI’s capability to enhance its functions through learning. Knowledge 
acquisition and application items reflect the user’s ability to gain and use knowledge via 
ChatGPT, sourced from Al-Emran et al. (2018) and Al-Sharafi et al. (2022), respectively. 
Personalization items, derived from Chen et al. (2022), measure ChatGPT’s ability to 
tailor responses to individual users. The novelty value construct, sourced from Hasan 
et al. (2021), captures the unique experience of using ChatGPT. Individual impact and 
benefits items, referenced from various authors, assess the practical advantages of using 
ChatGPT in educational settings. Privacy concern and technophobia items address 
potential user apprehensions, while guilt feeling items, a novel addition from Masood 
et al. (2022), explore emotional reactions to using AI in education. Innovativeness items, 
cited from Agarwal and Prasad (1998), examine user openness to new technologies. 
Behavioral intention and behavior constructs, finally, measure users’ future use inten-
tions and current use patterns, demonstrating the study’s comprehensive approach to 
understanding AI chatbot utilization among university students.
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The survey items underwent a rigorous validation process involving academic experts 
and a pilot study with a subset of the target population to refine their clarity and applica-
bility. Prior to the actual distribution of the survey, a pretest was carried out with a select 
group of students to ensure the clarity and comprehensibility of the items. Feedback 
from this pretest was taken into account, and minor revisions were made to enhance 
the clarity of certain questions. The refined questionnaire was then disseminated to a 
broader group of university students, with the collected responses forming the primary 
data for this study. These responses were meticulously analyzed to understand the role 
of various factors on students’ behavioral intention and their actual usage of ChatGPT.

Questionnaire Design and Data Collection

The questionnaire was structured in two sections. The first section collected demo-
graphic information about the respondents, including their age, gender, and field of 
study, to capture the heterogeneity of the sample. The second section was dedicated to 
evaluating the constructs related to the study, each measured using multiple items.

Once the final version of the questionnaire was prepared, it was disseminated among 
university students. The data for this study was collected via a Google survey form. To 
reach a broad range of university students, the survey was disseminated through mul-
tiple channels. First, it was sent out to a network of professors at several universities. 
These professors then distributed the survey form to their students. During the survey 
phase, we explained the purpose of our study to professors across the country, asking for 
their assistance in distributing the survey if their students were actively using ChatGPT 
and were willing to participate. Additionally, some professors further shared the sur-
vey with their professional networks, expanding our reach. This approach was selected 
to ensure a diverse and representative sample of students from various disciplines and 
academic levels. Approximately 400 students were initially approached through this 
network. This method was chosen over others to leverage the existing academic net-
works, ensuring a broad yet relevant participant base for our study, reflecting diverse 
experiences with ChatGPT across different universities. In addition to professors, the 
survey was also shared within various university communities, such as student groups 
and clubs. This allowed the study to reach students who might not have been reached 
through the professors’ networks. Finally, the survey was distributed within ChatGPT 
community groups. This was especially important as it enabled the study to capture 
the perspectives of students who were already familiar with or using ChatGPT, thereby 
enriching the study’s insights into the factors affecting students’ behavioral intentions 
towards using AI tools like ChatGPT. Responses were collected over a period of several 
weeks, with a total of 273 responses received. The sample size of this study, 273, is con-
sidered adequate and appropriate given the number of latent variables and observation 
variables in the model. The literature suggests that a higher sample size is always better 
in SEM-based studies due to its effect on statistical power (Hair et al., 2021). In this case, 
the ratio of sample size to the number of latent variables (approximately 21:1) is within 
acceptable limits. Moreover, the sample size also exceeds the minimum thresholds sug-
gested by other guidelines. For instance, Hair et al. (2021) suggested a minimum sample 
size of 10 times the number of items in the scale with the most items. Considering that 
the scale with the most items in this study contains 3 items, the sample size of 273 is well 
above the minimum threshold. The data, then, were analyzed.
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Table 1 presents sample details. The gender split among respondents was nearly even, 
with 123 males (45.1%) and 150 females (54.9%), ensuring diverse gender perspectives. 
Age-wise, respondents ranged from under 20 to over 23 years. The largest groups were 
those under 20 (42.9%) and over 23 (37.4%), with 21- and 22-year-olds constituting 9.2% 
and 10.6%, respectively. Most respondents (89.4%) were undergraduates, with postgrad-
uates making up 10.6%, reflecting the primary academic users of AI tools like ChatGPT. 
In terms of study majors, Business (44.3%) was predominant, followed by Humanities 
and Social Sciences (22.7%), and Science (22.0%). Arts, Sports, and Military majors each 
represented 5.5%. The analysis of descriptive statistics was conducted using the pivot 
table feature in Excel.

Results
The theoretical framework for this study was evaluated utilizing the Partial Least Squares 
(PLS) approach via SmartPLS 4 software. The PLS method is a prevalent choice within 
the Information Systems/Information Technology domain, as substantiated by (Hair et 
al., 2014). One of the principal benefits of PLS lies in its fewer constraints concerning 
sample size distribution and residuals relative to covariance-based structural equation 
techniques such as LISREL and AMOS, as highlighted by (Hair et al., 2021). Our analysis 
employed a three-step strategy, encompassing common method bias (CMB), the mea-
surement model, and the structural model.

Common Method Bias (CMB)

CMB refers to the spurious effect that can occur when both predictor and criterion 
variables are collected from the same source at the same time. It can potentially inflate 
or deflate the observed relationships between the constructs, leading to biased results. 
Thus, addressing the issue of CMB is critical to ensuring the validity of the study’s find-
ings. In this study, we took several procedural and statistical steps to address the poten-
tial issue of CMB. Procedurally, we ensured the anonymity of the respondents and the 
confidentiality of their responses. We also used clear and simple language in the survey 
to minimize any ambiguity in the questions.

Statistically, we employed the Harman’s single factor test, which is a commonly used 
method to detect CMB (Podsakoff et al., 2003). The basic premise of this test is that if 

Table 1  Profile of the respondents
Demographics Item Subjects (N = 273)

Frequency Percentage
Gender Male 123 45.1%

Female 150 54.9%
Age 20 or younger 117 42.9%

21 25 9.2%
22 29 10.6%
23 or older 102 37.4%

Course Undergraduate 244 89.4%
Postgraduate 29 10.6%

Major Humanities and Social Science 62 22.7%
Science 60 22.0%
Arts and Sports 15 5.5%
Business 121 44.3%
Military 15 5.5%
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a single factor emerges from a factor analysis of all the items in the questionnaire or 
one general factor accounts for the majority of the covariance among the measures, 
then common method variance is a problem. In our case, the first of included factors 
explained 33.88% of the total variance, suggesting that CMB is not a substantial concern 
in this study. Additionally, we used the marker variable technique, which involves select-
ing a variable that is theoretically unrelated to other variables in the study and check-
ing for its correlation with them. If significant correlations exist, they might be due to 
common method variance. Our marker variable showed negligible correlations with the 
study variables, further indicating that CMB is unlikely to have significantly influenced 
our results. In conclusion, both procedural and statistical checks suggest that CMB is 
not a major issue in this study, and the relationships identified between the constructs 
can be interpreted with confidence.

Measurement model

The measurement model in this study was assessed by examining the reliability, conver-
gent validity, and discriminant validity of the constructs. Reliability was assessed using 
composite reliability (CR) and Cronbach’s alpha (CA). The values for both CR and CA 
should exceed the threshold of 0.7, indicating acceptable reliability. In our study, all con-
structs exceeded this threshold, demonstrating good reliability. Convergent Validity is 
the extent to which a measure correlates positively with alternate measures of the same 
construct. It was assessed using the average variance extracted (AVE) and the factor 
loadings of the indicators. All AVE values should be greater than 0.5, and all factor load-
ings should be significant and exceed 0.7. In our study, all constructs demonstrated satis-
factory convergent validity as they met these criteria. Table 2 describes the test results of 
reliability and validity.

Discriminant validity refers to the extent to which a construct is truly distinct from 
other constructs. This was examined using the Fornell-Larcker criterion and the hetero-
trait-monotrait ratio (HTMT). According to the Fornell-Larcker criterion, the square 
root of the AVE of each construct should be greater than its highest correlation with any 
other construct. Table 3 shows the results of Fornell-Larcker criterion.

Table  4 displays the HTMT matrix. Notably, knowledge acquisition and knowledge 
application showed a 0.954 HTMT value, above the 0.85 norm. Despite exceeding the 
threshold, these values suggest a moderate overlap. Although related, the constructs are 
distinct: knowledge acquisition involves generating new knowledge, while knowledge 
application focuses on immediate knowledge integration. Given their different roles in 
AI-assisted learning, and supported by literature allowing higher HTMT values within 
the same network, both constructs are retained in our study. Future research should fur-
ther investigate their differentiation.

Structural model

A Structural Equation Modeling (SEM) analysis was carried out to scrutinize the 
hypothesized interconnections among the constructs using Partial Least Squares (PLS). 
For hypothesis testing and path coefficient determination, this study employed a boot-
strapping procedure, setting the subsample size at 5000. Overall, the structural model 
describes approximately 38.0% of the variability in behavior. Figure 2; Table 5 details of 
the significance test results of SEM.
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Discussion
The results of this study confirmed a positive correlation between self-learning of Chat-
GPT and knowledge acquisition and application, consistent with prior research on AI-
driven learning tools (H1a, H1b) (Jarrahi et al., 2023). The results mean that as students 
engage with ChatGPT, they acquire new knowledge, which is then processed and incor-
porated into their existing knowledge base. Also, interacting with ChatGPT not only 
helps students gain new knowledge but also aids them in applying this knowledge in var-
ious scenarios, consequently resulting in a higher individual impact. The ability of AI to 
leverage vast data and improve problem-solving provides a fertile ground for enhanced 
learning. Yet, the novelty of this finding in the context of AI like ChatGPT calls for more 
studies to solidify this understanding.

Table 2  Test Results of Reliability and Validity
Construct Items Mean St. Dev. Factor Loading CA CR AVE
Self-learning SEL1 5.484 1.214 0.871 0.862 0.916 0.784

SEL2 5.183 1.310 0.890
SEL3 5.297 1.344 0.895

Knowledge
Acquisition

KAQ1 4.949 1.314 0.866 0.873 0.922 0.797
KAQ2 5.088 1.255 0.904
KAQ3 5.139 1.250 0.908

Knowledge
Application

KAP1 5.249 1.239 0.884 0.820 0.894 0.737
KAP2 5.103 1.224 0.895
KAP3 4.696 1.442 0.793

Personalization PSN1 4.960 1.253 0.817 0.783 0.873 0.697
PSN2 4.626 1.401 0.879
PSN3 5.187 1.297 0.807

Novelty
Value

NVT1 5.678 1.345 0.681 0.681 0.821 0.606
NVT2 5.363 1.410 0.788
NVT3 5.560 1.294 0.858

Individual
Impact

IDI1 5.370 1.207 0.896 0.849 0.909 0.769
IDI2 5.418 1.238 0.937
IDI3 5.311 1.235 0.890

Benefits BNF1 4.982 1.421 0.853 0.893 0.934 0.825
BNF2 4.978 1.442 0.884
BNF3 5.355 1.181 0.783

Privacy
Concerns

PRC1 4.187 1.664 0.919 0.792 0.879 0.708
PRC2 4.300 1.605 0.952
PRC3 4.480 1.599 0.943

Technophobia TPH1 4.960 1.808 0.907 0.932 0.956 0.880
TPH2 4.491 1.769 0.943
TPH3 3.718 1.823 0.861

Guilt
Feeling

GFE1 2.758 1.729 0.903 0.888 0.931 0.818
GFE2 3.081 1.820 0.949
GFE3 2.777 1.766 0.933

Innovativeness INO1 5.322 1.246 0.882 0.884 0.928 0.811
INO2 4.297 1.665 0.863
INO3 5.026 1.476 0.884

Behavioral
intention

BIT1 5.048 1.488 0.912 0.920 0.949 0.862
BIT2 4.341 1.652 0.878
BIT3 4.993 1.450 0.912

Behavior BEH1 3.755 1.527 0.956 0.882 0.944 0.893
BEH2 3.238 1.737 0.934
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Additionally, the results revealed that knowledge acquisition and application signifi-
cantly influenced individual impact (H2, H3), mirroring the findings of Arpaci et al., 
(2020), Al-Emran et al. (2018), Al-Emran and Teo (2020), and Alavi and Leidner (2001). 
The findings suggest that as learners more actively gain knowledge from ChatGPT, they 
experience improvements in their productivity, task completion speed, and overall per-
formance. Further, as learners effectively utilize the knowledge acquired from ChatGPT, 
they can better achieve their goals and enhance their work capabilities. This reinforces 
the importance of AI tools in achieving task completion and boosting productivity. Nev-
ertheless, the variance in individual impact explained by these two factors indicates that 
other elements may also be at play.

Personalization was found to significantly correlate with novelty value and benefits 
(H4a, H4b), supporting Kapoor et al.‘s assertion of personalized experiences driving 
perceived value (Kapoor & Vij, 2018). As well the results are keeping with the observa-
tions in previous works (Haleem et al., 2022; Koubaa et al., 2023). The analysis suggests 
that the tailored experience delivered by ChatGPT is perceived as novel by the users. As 
users find these tailored experiences new and intriguing, the novelty value of the AI tool 
is enhanced. Similarly, as the AI tool continuously learns and adapts to individual users’ 
needs, it helps learners achieve their learning objectives more effectively and efficiently. 
This aligns with the perception of increased benefits, as users recognize the tool’s contri-
bution to their learning outcomes. However, the degree of this impact varies, suggesting 
that personalization’s impact may be contingent on other factors that need exploration.

The positive effect of novelty value on perceived benefits (H5) found in this study 
aligns with diffusion theory (Rogers, 2010) and past study on novelty of AI (Jo, 2022). 
The unique and different learning experience that ChatGPT offers might stimulate users’ 
curiosity and interest in learning. It could make the learning process more enjoyable, 
keeping users engaged and motivated, which, in turn, enhances their learning outcomes 
and the perceived benefits from using the chatbot. Yet, the relative strength of this rela-
tionship indicates that novelty may not be the only driver of perceived benefits.

Regarding the relationship between individual impact and benefits, and behavioral 
intention (H6a, H6b), our findings are in line with the TAM (Davis, 1989), further solidi-
fying its relevance in the AI context. These findings imply that when users perceive a 
higher individual impact from using ChatGPT (i.e., improved efficiency, productivity, 
or task accomplishment), they also perceive more benefits and express stronger inten-
tions to continue using it. Moreover, the immediate positive effects of using ChatGPT, 
such as accomplishing tasks more quickly or increasing productivity, directly contribute 
to users’ willingness to continue using it. Yet, the relative effect sizes suggest that while 
individual impact affects both outcomes, its influence is stronger on behavioral inten-
tion, a facet worthy of further examination.

In line with prior studies (de Cosmo et al., 2021; Lutz & Tamò-Larrieux, 2021; Zhu 
et al., 2022), privacy concern was negatively associated with behavioral intention (H8). 
The results coincide with the privacy calculus theory (Dienlin & Metzger, 2016; Dinev 
& Hart, 2006), which suggests that when privacy concerns outweigh the perceived ben-
efits, it can deter future usage intention. In congruent with previous findings (Marakas 
et al., 1998; Selwyn, 2013), this study found technophobia negatively impacting behav-
ioral intention (H9), adding a novel dimension to our understanding of AI acceptance. 
This result highlights the need for easy-to-use, user-friendly interfaces and perhaps 
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educational programs to mitigate fear and promote user confidence when engaging with 
AI chatbots. Similarly, the guilt feeling affecting behavioral intention (H10) provides a 
new angle for exploration in AI usage context.

Lastly, the results confirmed the strong effect of behavioral intention on actual 
behavior (H11), as suggested by (Ajzen, 1991). Also, innovativeness positively affected 
behavioral intention and behavior (H12a, H12b), adding to the growing literature on 
innovation adoption (Rogers, 2010). In the context of using AI chatbots, such as Chat-
GPT, students who are more innovative (who have higher levels of innovativeness) dem-
onstrated a stronger intention to use and an actual higher usage of the chatbot. This 
could be interpreted to mean that these students are more inclined to explore and make 
use of new technologies in their learning processes, which in turn influences their behav-
ior in a positive manner. Furthermore, the positive correlation between innovativeness 
and behavioral intention may also be linked to the tendency of innovative individuals 
to perceive less risk in trying out new technologies. This lack of perceived risk, coupled 
with their natural proclivity towards novelty, may increase their intention to utilize AI 

Table 5  Significance Testing Results of the Structural Path Coefficients
H Cause Effect Coefficient T-value P-value Hypothesis
H1a Self-learning Knowledge Acquisition 0.663 15.230 0.000 Supported
H1b Perceived Intelligence Knowledge Application 0.664 16.280 0.000 Supported
H2 Knowledge Acquisition Individual Impact 0.269 3.035 0.002 Supported
H3 Knowledge Application Individual Impact 0.472 5.496 0.000 Supported
H4a Personalization Novelty Value 0.458 7.313 0.000 Supported
H4b Personalization Benefits 0.216 3.410 0.001 Supported
H5 Novelty Value Benefits 0.495 9.031 0.000 Supported
H6a Individual Impact Benefits 0.135 2.133 0.033 Supported
H6b Individual Impact Behavioral Intention 0.432 6.451 0.000 Supported
H7 Benefits Behavioral Intention 0.170 2.871 0.004 Supported
H8 Privacy Concern Behavioral Intention -0.191 4.333 0.000 Supported
H9 Technophobia Behavioral Intention -0.101 2.276 0.023 Supported
H10 Guilt Feeling Behavioral Intention -0.157 3.030 0.002 Supported
H11a Innovativeness Behavioral Intention 0.128 2.167 0.030 Supported
H11b Innovativeness Behavior 0.126 2.113 0.035 Supported
H12 Behavioral Intention Behavior 0.550 11.058 0.000 Supported

Fig. 2  The Structural Model with Path Coefficients
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chatbots. However, the precise mechanisms through which innovativeness operates in 
the AI context warrant further study.

Conclusion
Theoretical contributions

The current study, in its quest to uncover the relationships between AI chatbot variables 
and their effects on university students, has made several valuable theoretical contribu-
tions to the existing body of literature on AI and education. Prior to this research, much 
of the literature focused on the use of AI chatbots in commercial and customer ser-
vice settings, leaving the educational context relatively unexplored (Ashfaq et al., 2020; 
Chung et al., 2020; Pillai & Sivathanu, 2020). This study has filled this gap by focusing 
specifically on university students and their interaction with AI chatbots, thereby pro-
viding new insights and extending the knowledge boundary of the AI field to encompass 
the educational sector.

Additionally, this study’s emphasis on the self-learning capabilities of ChatGPT as a 
significant determinant of knowledge acquisition and application among students is a 
significant contribution to the existing body of literature. Previous research primarily 
centered on the chatbot’s features and functionalities (Haleem et al., 2022; Hocutt et al., 
2022), leaving the learning capabilities of these AI systems underexplored. By focusing 
on the self-learning feature of ChatGPT, this study has expanded the discourse on AI 
capabilities and their impact on knowledge dissemination in the educational context.

This research significantly contributes to the understanding of innovativeness’s impact 
on behavioral intention and behavior in AI chatbot usage. While prior studies focused 
mainly on business contexts (BARIŞ, 2020; Heo & Lee, 2018; Selamat & Windasari, 
2021), applying these insights to AI chatbots is relatively new, marking this study as a 
pioneer. Innovativeness as a determinant in this realm is novel for several reasons. First, 
it shifts focus from technology attributes to user characteristics, highlighting individual 
differences in technology adoption often overshadowed by technocentric views. Second, 
our study provides empirical evidence that innovativeness positively influences both 
behavioral intention and behavior, challenging previous assertions that limited its influ-
ence to early adoption stages (Agarwal & Prasad, 1998). By applying innovativeness in 
an AI chatbot context, with its unique interactional dynamics, the research broadens the 
theoretical construct of innovativeness, emphasizing the relevance of individual traits in 
emerging technology usage. Furthermore, this study’s integration of innovativeness into 
the research model encourages future research to consider other personal traits affecting 
technology usage, promoting a more comprehensive, user-centric approach to technol-
ogy adoption. Hence, exploring innovativeness in AI chatbot usage offers significant the-
oretical insights and opens avenues for future research in technology usage behaviors.

This research makes a notable theoretical contribution by exploring the negative 
effects of privacy concern, technophobia, and guilt feeling on behavioral intention 
towards AI chatbot use, areas often overlooked in favor of positive influences (Ashfaq et 
al. 2020; Huang, 2021; Nguyen et al., 2021; Rafiq et al. 2022). Privacy concern, consistent 
with prior studies (Dinev & Hart, 2006), is critically examined in AI chatbots, where data 
privacy is paramount due to the potential for extensive personal data sharing. This study 
extends understanding by focusing on AI chatbots, a context where privacy concerns 
have heightened relevance. Technophobia’s impact, previously explored in technology 
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adoption (Khasawneh, 2022; Kotze et al., 2016; Koul & Eydgahi, 2020), is uniquely 
applied to AI chatbots, shedding light on how fear and anxiety towards advanced tech-
nology can affect usage intentions. This perspective enriches existing knowledge by sit-
uating technophobia within the realm of cutting-edge AI technologies. Guilt feeling, a 
relatively unexplored concept in technology use, especially in AI chatbots, is also inves-
tigated. This study reveals how guilt, potentially stemming from AI reliance for learning 
or work, can deter usage intention, thus addressing a significant gap in technology adop-
tion research.

This research notably contributes to theory by examining the effects of innovative-
ness on behavioral intention and behavior in AI chatbot usage, a relatively unexplored 
area, especially outside of business contexts (BARIŞ, 2020; Heo & Lee, 2018; Selamat 
& Windasari, 2021). This study stands out as one of the first to apply these concepts 
to AI chatbots, marking a novel approach in several ways. Firstly, it shifts the focus 
from technology attributes to user characteristics, emphasizing individual differences 
in technology adoption—a perspective often overshadowed by a technocentric focus. 
This approach diverges from traditional technology acceptance models, spotlighting 
the user’s innovativeness. Secondly, by demonstrating empirically that innovativeness 
positively affects both behavioral intention and behavior, this research underscores the 
dynamic role of this personal trait in driving technology usage. Furthermore, the study 
broadens the theoretical construct of innovativeness by applying it to the unique interac-
tional dynamics of AI chatbots, thereby highlighting the relevance of individual traits in 
using emerging technologies. Lastly, integrating innovativeness into the research model 
sets a precedent for future studies to include other personal traits or user characteris-
tics that may influence technology usage behavior. This approach promises a more holis-
tic, user-centric understanding of technology adoption and use. Overall, exploring the 
impact of innovativeness in AI chatbot usage provides valuable theoretical insights and 
opens avenues for future research, enhancing our understanding of technology adoption 
in this rapidly evolving field.

The research significantly enhances theoretical understanding by substantiating the 
relationships between constructs like knowledge acquisition and application, individual 
impact, and benefits in the AI chatbot context. Previously, educational and organiza-
tional literature recognized the importance of knowledge acquisition and application 
for performance (Al-Emran et al., 2018; Al-Emran & Teo, 2020; Bhatt, 2001; Grant, 
1996; Heisig, 2009). This study extends these principles to AI chatbot usage, underscor-
ing their critical role in effective technology utilization. The study’s innovation lies in 
demonstrating how these cognitive processes interact with the individual impact con-
struct. This interaction offers a comprehensive view of a user’s learning journey within 
the AI chatbot environment. Furthermore, the research goes beyond by illustrating that 
user-perceived benefits are influenced by both AI chatbot personalization and indi-
vidual impact, the latter being a synergistic result of knowledge acquisition and appli-
cation. This interplay provides a nuanced view of the factors contributing to perceived 
benefits, deepening our theoretical grasp of what renders AI chatbot usage beneficial. 
By presenting a complex, interconnected model of AI chatbot usage, this research con-
tributes to a more thorough understanding of the dynamics involved. It encourages a 
multi-dimensional approach in examining AI chatbots’ adoption and usage factors. The 
findings also prompt further scholarly inquiry into how these relationships vary with 
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context, AI chatbot type, or user characteristics. Thus, this study lays a foundation for 
future research, aiming to enrich the comprehension of AI chatbot usage dynamics.

Lastly, this study’s comprehensive research model, encompassing multiple constructs 
and their interrelationships, serves as a robust theoretical framework for future research 
in AI chatbot usage in educational settings. The findings of this study, highlighting the 
significance of various constructs and their relationships, provide a roadmap for schol-
ars, guiding future research to better understand the dynamics of AI chatbot usage and 
its effects on students’ learning experiences. Furthermore, our research model takes a 
holistic approach by combining both positive and negative predictors of behavioral 
intention. This approach can offer a more comprehensive understanding of the intricate 
factors influencing AI chatbot use among university students.

Managerial implications

The findings of this study have numerous practical implications, particularly for educa-
tors, students, and developers of AI chatbot technologies.

Firstly, the results underscore the potential benefits of employing AI chatbots, like 
ChatGPT, as supplementary learning tools in educational settings. Given the signifi-
cant positive effect of ChatGPT’s self-learning capabilities on knowledge acquisition and 
application among students, educators could consider integrating such AI chatbots into 
their teaching methods (Essel et al., 2022; Mohd Rahim et al., 2022; Vázquez-Cano et 
al., 2021). The integration of AI chatbots could take various forms, such as using chat-
bots to provide additional learning resources, facilitate interactive learning exercises, or 
offer personalized tutoring. Given the increasingly widespread use of online and blended 
learning methods in education (Crawford et al., 2020), the potential of AI chatbots to 
enhance students’ learning experiences should not be overlooked.

Secondly, this study’s findings may serve as a guide for students in maximizing their 
learning outcomes while using AI chatbots. Understanding that the self-learning capa-
bilities of chatbots significantly enhance knowledge acquisition and application, students 
could be more inclined to utilize these tools for learning (Al-Sharafi et al., 2022). Fur-
thermore, recognizing that personalization contributes positively to novelty value and 
benefits might motivate students to engage more deeply with personalized learning 
experiences offered by AI chatbots.

Thirdly, the present study’s results offer crucial insights into key features that users 
find valuable in an AI chatbot within an educational context. The demonstrated signifi-
cance of self-learning capabilities, personalization, and novelty value indicates distinct 
areas that developers can focus on to amplify user experience and educational outcomes. 
Understanding the paramount importance of self-learning capabilities can shape the 
development strategies of AI chatbots. For instance, developers can focus on improving 
the ability of AI chatbots like ChatGPT to learn from user interactions, thereby enhanc-
ing the quality of responses over time. It would require advanced machine learning algo-
rithms to grasp the context of user inquiries accurately, ensuring a consistent learning 
experience for the users. As noted by (Komiak & Benbasat, 2006), the AI’s ability to learn 
and adapt based on user input and data over time can lead to improved user satisfac-
tion and ultimately, enhanced learning outcomes. Personalization is another pivotal fea-
ture that developers need to consider. This could involve customizing chatbot responses 
according to the user’s level of understanding, learning pace, and areas of interest. 
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Personalization also extends to recognizing users’ specific learning goals and offering 
resources or guidance to help them achieve these goals. This feature can increase the 
value that users derive from their interactions with the chatbot (Jo, 2022). Lastly, the 
novelty value of AI chatbots in educational contexts cannot be underestimated. Devel-
opers can capitalize on this by introducing innovative features and interaction modes 
that keep users engaged and make learning exciting. Such features could include gami-
fied learning activities, integration with other learning resources, and more interactive 
and responsive dialogue systems. It is well established in literature that perceived novelty 
can positively impact users’ attitudes and behaviors towards a new technology (Hasan et 
al., 2021; Jo, 2022).

Fourthly, the study’s findings related to the negative impact of privacy concerns, tech-
nophobia, and guilt feelings on behavioral intentions provide crucial insights for AI chat-
bot developers and educational institutions. Privacy concerns form a significant barrier 
to the acceptance of AI technologies in various fields, including education (Belen Saglam 
et al., 2021; Ischen et al., 2020; Manikonda et al., 2018). The concerns typically arise 
from the vast amounts of personal data AI systems gather, analyze, and store (Kokolakis, 
2017). In response, developers can strengthen the privacy features of AI chatbots, clearly 
communicate their data handling practices to users, and ensure compliance with strin-
gent data protection regulations. For instance, incorporating robust encryption meth-
ods, anonymization techniques, and allowing users to control the data they share can 
allay privacy concerns. Educational institutions can also provide guidance on safe and 
responsible use of AI technologies to further assuage these concerns. Technophobia, or 
the fear of technology, can also hinder the acceptance and use of AI chatbots. To address 
this, developers can design user-friendly interfaces, provide extensive user support, and 
gradually introduce advanced features to avoid overwhelming users. Moreover, educa-
tional institutions can play a vital role in mitigating technophobia by offering appropriate 
training and support to help students become comfortable with using these technolo-
gies. It has been suggested that familiarity and understanding significantly reduce tech-
nophobia (Khasawneh, 2018a; Xi et al., 2022). Guilt feeling, as revealed in this study, is 
another factor that negatively influences behavioral intention. This can occur when users 
feel guilty about relying heavily on AI chatbots for learning or assignments. To address 
this, educational institutions should foster an environment that encourages balanced use 
of AI tools. This could involve providing guidelines on ethical AI use, setting boundaries 
on AI tool usage in assignments, and integrating AI tools as supplemental rather than 
primary learning resources.

Finally, the significant impact of perceived benefits and individual impact on behav-
ioral intentions underscores the importance of demonstrating the tangible benefits of AI 
chatbot use in education to users. Making these benefits clear to users could encourage 
greater adoption and more effective use of AI chatbots in educational settings.

Limitation and Future Research

While this study makes several important contributions to our understanding of AI 
chatbots’ use in an educational context, it also opens up avenues for further investiga-
tion. The study’s primary limitation is its focus on university students, which may limit 
the generalizability of the findings. Future studies could explore different demograph-
ics, such as younger students, adult learners, or professionals engaging in continuous 
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education, to provide a broader understanding of AI chatbot utilization in diverse learn-
ing contexts. The scope of the research could also be extended to include various types 
of AI chatbot technologies. As AI continues to advance, chatbots are becoming more 
diverse in their capabilities and functionalities. Hence, research considering different 
kinds of AI chatbots, their specific features, and their effects on learning outcomes could 
provide further insight. Moreover, this study primarily focuses on individual impacts 
and user perceptions. Future research could also look into institutional perspectives and 
the macro-level impacts of AI chatbot adoption in education. For instance, studies could 
investigate how the implementation of AI chatbots affects teaching strategies, curricu-
lum development, and institutional resource allocation. Lastly, it would be insightful to 
conduct longitudinal studies to understand the long-term effects of AI chatbot usage on 
student performance and attitudes towards AI technologies. This approach could reveal 
trends and impacts that may not be immediately apparent in cross-sectional studies.

Appendix

Table A1  List of Constructs and Items
Construct Items Description Source
Self-learning SEL1 ChatGPT can become better through learning. Chen et 

al. (2022)SEL2 ChatGPT’s ability is enhanced through learning.
SEL3 ChatGPT can learn to improve themselves well.

Knowledge
Acquisition

KAQ1 ChatGPT allows me to generate a new knowledge based on my existing 
knowledge.

Al-Emran 
et al. 
(2018)KAQ2 ChatGPT enables me to acquire the knowledge through various 

resources.
KAQ3 ChatGPT assists me to acquire the knowledge that suits my needs.

Knowledge
Application

KAP1 ChatGPT provides me with instant access to various types of 
knowledge.

Al-Sharafi 
et al. 
(2022)KAP2 ChatGPT allows me to integrate different types of knowledge.

KAP3 ChatGPT can help us for better managing the course materials within 
the university.

Personalization PSN1 ChatGPT can provide targeted answers to my questions. Chen et 
al. (2022)PSN2 ChatGPT can make a personalized response to my request.

PSN3 I feel that ChatGPT knows me.
Novelty
Value

NVT1 Using ChatGPT is a unique experience. Hasan et 
al. (2021)NVT2 Using ChatGPT is an educational experience.

NVT3 The experience of using ChatGPT satisfies my curiosity.
Individual
Impact

IDI1 The ChatGPT enables me to accomplish tasks more quickly. Aparicio 
et al. 
(2017); 
Urbach et 
al. (2010)

IDI2 The ChatGPT increases my productivity.
IDI3 The ChatGPT makes it easier to accomplish tasks.

Benefits BNF1 Using ChatGPT has increased my knowledge and helped me to be suc-
cessful in increasing knowledge.

Al-Fraihat 
et al. 
(2020)BNF2 ChatGPT is a very effective educational tool and has helped me to 

improve my work ability.
BNF3 ChatGPT has helped me to achieve the goals.

Privacy
Concern

PRC1 My personal information could be misused by ChatGPT system. Brill et al. 
(2019)PRC2 I am concerned that ChatGPT uses my personal information for pur-

poses that I am not being notified of.
PRC3 It is dangerous to provide my personal information to ChatGPT.

Technophobia TPH1 I believe the evolution of AI is intimidating. Kha-
sawneh 
(2018b)

TPH2 AI appears threatening to me.
TPH3 For reasons unclear to me, AI induces fear.
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Table A1  List of Constructs and Items
Construct Items Description Source
Guilt
Feeling

This list consists of a number of words and phrases that describe dif-
ferent feelings and emotions you may have had when using ChatGPT. 
Please reflect on your last week of use of ChatGPT and indicate to what 
extent you have felt this way when using the website: (1 = Very slightly 
or not at all 7 = Extremely)

Masood 
et al. 
(2022)

GFE1 Guilty
GFE2 Ashamed
GFE3 Blameworthy

Innovativeness INO1 I like to experiment with new technologies. Agar-
wal and 
Prasad 
(1998)

INO2 Among my peers, I am usually the first to try out new information 
technologies.

INO3 In general, I would not hesitate to try out new information technologies.
Behavioral
intention

BIT1 I intend to continue using ChatGPT in the future. Ven-
katesh et 
al. (2012)

BIT2 I will always try to use ChatGPT in my daily life.
BIT3 I plan to continue to use ChatGPT frequently.

Behavior BEH1 How often do you use ChatGPT? McLean 
and Osei-
Frimpong 
(2019)
;Aparicio 
et al. 
(2017)

BEH2 I consider myself a frequent user of ChatGPT.
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