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Introduction
Emotions are dynamic in nature. Emotion states, as described by Ahmed et al. (2013), 
are the transient and momentary emotional experiences occurring within a single epi-
sode of academic life. These emotion states are not static but rather continuously evolve 
in response to various situational cues and contextual factors (Goetz et al., 2015). This 
means that emotions are experienced within specific episodes or situations, and their 
intensity and nature can vary depending on the context in which they occur. Situational 
cues, including environmental stimuli, social interactions, and individual perceptions of 
the learning context, play a pivotal role in influencing the fluctuation of emotion state
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Abstract
Emotions play a crucial role in the learning process, yet there is a scarcity of 
studies examining emotion dynamics in problem-solving with fine-grained data 
and advanced tools. This study addresses this gap by investigating the emotional 
trajectories during self-regulated learning (SRL) phases (i.e., forethought, performance, 
and self-reflection) among 47 medical students utilizing an intelligent tutoring 
system. Real-time facial expressions were analyzed through recurrence quantification 
analysis alongside an examination of electrodermal activities (EDA) across the SRL 
phases. The findings reveal that emotion stability varied across SRL phases, with 
students exhibiting more stable emotions during the performance phase. Compared 
to the forethought and self-reflection phases, students had less frequent and lower 
intensity of emotional arousal in the performance phase. Moreover, we found that 
students with better performance demonstrated more stable emotions in the 
forethought phase, less stable emotions in the self-reflection phase, and a higher 
level of emotional arousal in the self-reflection phase. These insights highlight the 
temporal and dynamic nature of emotions in SRL, offering methodological and 
educational implications for leveraging facial expressions and EDA to monitor and 
enhance students’ emotional experience during problem-solving.
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In the process of clinical problem-solving, emotions fluctuate in response to ever-
changing learning processes (Zheng, Li et al., 2023). For example, consider a student 
who attempts to independently solve a challenging clinical problem. At the beginning, 
they might feel happy and confident as they engage with the problem. However, when 
encountering difficult concepts or struggling to understand certain topics, their emo-
tions may shift to frustration or anxiety. With perseverance and effective learning strat-
egies, they can eventually overcome these challenges, leading to a sense of pride and 
happiness. Throughout these problem-solving processes, student emotions evolve and 
fluctuate in response to the dynamic nature of their learning experience. In other cases, 
students with similar levels of emotions may demonstrate significant variations in emo-
tion fluctuation during a task (Reitsema et al., 2022). For example, one student may con-
stantly experience medium-level anxiety throughout the process of problem-solving, 
whereas the other student may experience both high and low levels of anxiety depend-
ing on his/her progress on solving the problem. All these fluctuations and patterns in 
the intensity, duration, and quality of emotional experiences over time are referred to 
as emotion dynamics (Zheng, Li et al., 2023). Emotion dynamics can be quantified by 
measures of variability, instability, or inertia of emotions (Houben et al., 2015). A vari-
ety of studies have examined the emotion dynamics using self-report questionnaires 
(Niculescu et al., 2016; Peterson et al., 2015). However, self-report data fails to capture 
emotions at a fined-grained size. Current measurements of emotions are insufficient to 
assess the temporal structures of emotions as they naturally occur in real-time (Jenkins 
et al., 2020). Therefore, there is a growing call to assess emotion dynamics with fine-
grained data and more advanced tools.

Increasingly, researchers are extracting indicators of emotions from trace data, includ-
ing facial expressions and electrodermal activity (EDA). Facial expressions can be auto-
matically recorded and analyzed to identify learners’ real-time emotional states (Lajoie, 
Zheng et al., 2021; Taub et al., 2020). EDA is one of the popular physiological measures 
that capture learners’ electrical changes at the surface of the skin. Unlike self-report 
questionnaires, EDA provides arousal information that is challenging for learners to 
mask (Dan-Glauser & Gross, 2013). Changes in arousal, valence, and activation can be 
associated with emotions. More importantly, researchers can simultaneously and unob-
trusively collect facial expressions and EDA without interrupting students’ learning pro-
cesses. These two methods provide time-series data, allowing for fine-grained analysis of 
emotion dynamics.

A few studies have attempted to explore the relationships between emotions and 
learning using either facial expressions or EDA. For instance, Buono et al. (2020) used 
automated facial recognition software (iMotions, 2018) to identify anger, fear, frustra-
tion, confusion, happiness, and surprise. They found that frustration was negatively 
related to the planning strategy, and happiness was positively associated with the 
monitoring strategy. Similarly, taking advantage of an emotion recognition software to 
identify emotions from facial expressions, Taub et al. (2020) found that happiness imme-
diately after relevant activities and confusion after positive feedback positively predicted 
students’ performance. More recently, Li et al. (2021) explored students’ emotion vari-
ability using facial expressions and found that emotion variability contributed to stu-
dents’ performance. In addition to facial expressions, EDA was found to be positively 
related to self-reported workload and cognitive regulation (Dindar et al., 2020). More 
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interestingly, EDA parameters changed according to the challenges of learning (Haataja 
et al., 2016). However, the joint role of EDA parameters and the emotions detected from 
facial expressions in clinical problem-solving is still underexplored.

The purpose of this study is to contribute to the literature on emotion dynamics by: 
(1) collecting the time-series data of students’ facial expressions and EDA in real time 
as students independently solve an authentic problem in an intelligent tutoring system, 
(2) examining the arousal level of emotions across the problem-solving process with the 
real-time EDA data, and (3) analyzing fine-grained emotions with an advanced analytical 
technique, i.e., recurrence quantification analysis (RQA). Specifically, RQA is a non-lin-
ear method that quantifies the dynamics of temporal sequences of change over time by 
detecting ‘recurrent events’ in a time series (Dale et al., 2011; Jenkins et al., 2020). RQA 
generates a few metrics to describe the temporal structures and patterns of emotional 
change (Main et al., 2016). Another unique advantage of RQA is that it requires no priori 
assumptions about data in terms of normality, independence, equal variance, and stabil-
ity (Jenkins et al., 2020). To our knowledge, this study is the first to use RQA to explore 
the temporal structures of students’ emotions in the context of clinical problem-solving.

Theoretical framework and literature review
Clinical problem-solving in an intelligent tutoring system

Clinical problem-solving is a fundamental aspect of medical education and practice 
due to its critical role in training competent healthcare professionals. Clinical problem-
solving refers to a dynamic and recursive thinking process wherein medical students 
and practitioners collect evidence, propose hypotheses, plan or implement treatment, 
evaluate outcomes, and reflect on the clinical reasoning process (Kuiper, 2013). Research 
studies showed that expert medical practitioners demonstrated more efficient prob-
lem-solving strategies (Benner et al., 2008), whereas novice medical students faced the 
challenge of striking a balance between efficiency and accuracy when making decisions 
under uncertainty (Isen et al., 1991). Solving clinical problems effectively requires medi-
cal students to not only leverage their medical knowledge and cognitive reasoning skills, 
but also actively engage in maintaining, monitoring, and assessing their own thinking 
processes (Wang et al., 2023). The demanding and high-risk nature of clinical problems 
necessitates additional intervention or support for medical students to thrive in medi-
cal school. Educational interventions aimed at enhancing clinical problem-solving have 
investigated the integration of technology-enhanced learning platforms, such as intel-
ligent tutoring systems, as a potential approach.

Intelligent tutoring systems offer medical students extensive guided practice at a 
cost-effective rate while motivating them through diverse media and materials (Dhar-
mathilaka et al., 2023). For example, Suebnukarn and Haddawy (2006) developed an 
intelligent tutoring system named COMET to stimulate group discussion and recom-
mend peer assistance. Kazi et al. (2013) enhanced the capabilities of intelligent tutor-
ing systems for clinical problems by incorporating a comprehensive medical knowledge 
source. In another study, Dharmathilaka (2023) developed an intelligent tutoring system 
allowing students to collect the patient’s medical history, perform physical examinations, 
request laboratory tests, and ultimately make informed diagnostic and treatment deci-
sions. These reviewed intelligent tutoring systems showcase how they can support medi-
cal students in solving clinical problems. As pointed out by Elstein and Schwarz (1978), 
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intelligent tutoring systems designed for clinical reasoning should provide three essen-
tial functions: hypothesis testing, pattern matching, and categorization. The intelligent 
tutoring system in this study was developed with consideration of all these supports, 
which will be explained in detail. Moreover, the system was designed in accordance with 
self-regulated learning theory to provide scaffolding for medical students in monitor-
ing and evaluating their thinking processes. As students regulate themselves to resolve 
knowledge conflicts and navigate feelings of success or failure, they may encounter a 
range of intense emotions. Therefore, the following section will explore the potential 
role of emotions in self-regulated learning.

Emotions in self-regulated learning

Self-regulated learning (SRL) theories describe how learners strategically self-regulate 
their cognitive, metacognitive, affective, and motivational aspects of learning to achieve 
personal goals (Zimmerman, 1990). In this sense, emotion is an integral component of 
SRL. In fact, researchers have reached a consensus that emotions play an important role 
in SRL. According to Pekrun’s (2006) control-value theory, positive activating emotions 
(e.g., happy) promote the use of flexible, deep strategies, whereas negative activating 
emotions (e.g., anxiety) facilitate rigid ways to solve problems. Muis et al. (2018) claimed 
that emotions, such as curiosity and surprise, could influence how students plan, set 
goals, and use cognitive and metacognitive strategies. To step further, in the “Meta-
cognitive and Affective model of Self-Regulated Learning” (MASRL) model, Efklides 
(2011) describes how state-like emotions could be triggered in different SRL phases, i.e., 
forethought, performance, and self-reflection (Zimmerman, 2000). In the forethought 
phase, students prepare for efforts by analyzing the task. In this phase, students either 
experience automatic processing on familiar tasks or undergo effortful processing due 
to the mismatch between task features and prior knowledge. In the case of automatic 
processing, students are likely to have neutral or moderately positive emotions without 
increased physiological activity (Carver & Scheier, 1998). In the case of effortful pro-
cessing, students may experience increased emotional arousal. In the performance phase 
of SRL where students execute the task by employing learning strategies, the fluency of 
information processing and the rate of progress determine the intensity and the type of 
emotions students may experience (Ainley et al., 2005). Particularly, students may have 
increased physiological activities due to interruption and conflict in cognitive process-
ing. Finally, the outcome of cognitive processing and external feedback trigger emotions 
in the self-reflection phase. Students may experience either positive or negative emo-
tions depending on the learning outcome and whether the learning outcome is expected 
or not. To sum it up, control-value theory reveals how emotions influence SRL strat-
egies, whereas MASRL model demonstrates how the type and intensity of emotions 
change across the three phases of SRL. These prevailing theoretical models highlight 
the dynamic nature of emotions throughout SRL phases, thereby providing a foundation 
for investigating emotion dynamics within SRL through the utilization of fine-grained 
measures.

Measuring emotions in real time with facial expressions and EDA

Emotion dynamics reflect the short-term fluctuations of moment-to-moment emotions. 
Measuring emotion dynamics directly is not feasible; instead, it requires quantifying a 
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set of temporal features of emotions. Advanced measurement techniques capable of cap-
turing emotions in real time at a fine-grained level are necessary to accurately record 
these temporal features. Facial expressions and EDA are two of these kinds, which have 
been widely used in a range of empirical studies. For instance, Taub et al. (2020) used 
students’ facial expressions to investigate how emotions associated with the key actions 
of problem-solving in SRL. They found that students were happy when reading relevant 
contents, but they were confused when conducting laboratory tests. As another exam-
ple, Lajoie et al. (2021) measured emotions based on students’ facial expressions. They 
examined the co-occurrences of emotions and SRL processes and found that angry and 
surprise was more likely to occur in the performance and self-reflection phases of SRL. In 
terms of EDA, Shukla et al. (2019) identified 40 EDA features in a review of 25 studies. 
They found that the same EDA features had been used for both arousal recognition and 
valence recognition. They also found that subject-dependent EDA analysis was better 
than subject-independent analysis, indicating EDA analysis should be closely associated 
with the individual and the research context. Moreover, Shukla et al. (2019) found that 
skin conductance responses (i.e., SCRs) are the most used features to indicate emotional 
arousal. SCRs are event-related features that reflect participants’ short-term responses 
to stimuli. The number of significant SCRs and the amplitude of SCR can be used to 
indicate the arousal level of emotions. Harley and his colleagues (2015) synchronized 
facial expressions, EDA, and self-reported emotions as students learned a complex sci-
ence topic. They found a high agreement between facial expressions and self-report data. 
However, EDA provided information that differed from that of facial expressions and 
self-report emotions. Facial expressions and EDA may reflect different aspects of emo-
tions, suggesting that both should be included in analyses to provide a comprehensive 
image of emotions.

Recurrence quantification analysis

Recurrence Quantification Analysis (RQA) is an advanced method that generates mul-
tiple metrics from time-series data to quantify the structure of emotion dynamics (Rich-
ardson et al., 2014). Moreover, RQA can also be used to assess emotion dynamics with 
categorical time-series data (Lichtwarck-Aschoff et al., 2012). Of particular relevance to 
the current study are the metrics of percent recurrence (%REC) and laminarity (%LAM). 
As displayed in Table 1, %REC measures how often a person experiences the same emo-
tion over time (i.e., the degree to which the same emotional state reoccurs over time). 
%LAM captures the degree same emotions occur in repeating sequences (i.e., the ratio 

Table 1  The selected RQA measures to quantifying the complexity of emotions
Variable Definition Meaning
Percent recur-
rence (%REC)

Percentage of recurrence points in a recurrence plot (RP).
%REC = Sum of recurrent points in the RP / size of RP. 
%REC = Sum of recurrences / N (N − 1), where N refers to the 
length of the behavioral sequence.

How often does an individual 
experience the same emotion 
over time (i.e., the degree to 
which the same emotional state 
occurs over time)?

Laminarity 
(%LAM)

The proportion of recurrent points forming vertical line 
structures.
%LAM = Sum of vertically adjacent recurrent points/sum of 
recurrent points.

To what extent do the same 
emotions occur in repeating 
sequences? (i.e., the ratio of re-
peating sequences of the same 
emotion to recurring emotions).

(Marwan et al., 2002; Meinecke et al., 2020; Wallot, 2017)
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of repeating sequences of the same emotion to recurring emotions). The calculation of 
these RQA metrics is based on the distribution of the recurrent points in a recurrence 
plot (RP) (see Fig. 1). The RP visualizes the recurrence of emotions by plotting a discrete 
time-series of emotion states on both the x and y-axis of a two-dimensional grid. As 
displayed in Fig. 1, the three adjacent points that form a vertical or horizontal line rep-
resent a repeating sequence of the same emotion, e.g., Surprise (SU) → Surprise (SU) → 
Surprise (SU). %REC equals the percentage of recurrent points in a RP, whereas %LAM 
is the proportion of recurrent points forming vertical line structures. In the example 
of emotion sequence (Fig. 1), surprise reoccurs 30 times, sad 6 times, anxious 2 times, 
angry 2 times, and happy 0 time. %REC = (30 + 6 + 2 + 2 + 0)/14*13 = 21.98%. % LAM = the 
number of adjacent black dots/ the number of black dots = 32/40 = 80%.

Several studies have successfully used recurrence quantification analysis (RQA) to 
examine the temporal structures of emotions. For instance, Main et al. (2016) applied 
RQA on emotions coded from conflict discussions between mother and children, assess-
ing emotion synchrony between mother-child dyads. The study of Jenkins et al. (2020) 
was the first to utilize RQA for determining the emotion variation over time. They mea-
sured students’ daily emotions consecutively for two weeks and found that RQA metrics 
could better predict emotion dynamics than traditional statistics (i.e., mean and stan-
dardization). While prior studies have successfully utilized RQA to investigate emotions, 
there remains a gap in the literature regarding the exploration of students’ emotion 
dynamics using RQA on facial expressions collected during the process of solving clini-
cal problems within an intelligent tutoring system.

Current study

This study aims at examining emotion dynamics in the context of clinical problem-
solving. Clinical problem-solving is a complex thinking and reasoning process where 

Fig. 1  An example of a recurrence plot. Note HA = Happy, SU = Surprise, ANX = Anxiety, ANG = Angry, SA = Sad. The 
emotion sequence is plotted on both the x and y-axis. The black and white dots are placed in positions where the 
same behavior within the sequence reoccurs. The white dots form the main diagonal line, and the recurrence plot 
is symmetrical about its main diagonal line. The main diagonal line is excluded when calculating the RQA measures
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medical students regulate themselves to monitor and control their cognitive and emo-
tional processes while making correct or incorrect diagnoses of patients (Eva, 2005). In 
clinical problem-solving, students’ state-like emotions dynamically fluctuate alongside 
their phases of self-regulated learning (SRL). Identifying students’ emotion dynamics 
in clinical problem-solving will enable intelligent tutoring systems to scaffold learners 
in real time by providing correspondent emotional interventions. Therefore, we mea-
sure emotion dynamics by examining both the temporal patterns of emotion sequences 
and the varying levels of emotional arousal. More specifically, we quantify the tempo-
ral structures of emotion sequence with the RQA metrics of %REC and %LAM. We use 
EDA indices (i.e., the number and amplitude of SCRs) to indicate the arousal levels of 
emotions. This study addresses the following research questions: (1) Do students dem-
onstrate different temporal structures of emotions across the phases of SRL (i.e., fore-
thought, performance, and self-reflection)? (2) Do students have different arousal levels 
of emotions across the SRL phases? and (3) What is the relative importance of the tem-
poral structure of emotions and the arousal levels of emotions in specific SRL phases 
in predicting students’ performance? To our knowledge, this is the first study in the lit-
erature that examines emotion dynamics in clinical problem-solving. Based on the find-
ings of prior research (Zheng, Lajoie et al., 2023) and the assumptions of SRL and the 
control-value theories (Pekrun, 2006), we hypothesize that students will have a higher 
level of emotional arousal during the performance and self-reflection phases of SRL than 
in the forethought phase. Moreover, the emotional arousal and temporal structures of 
emotions during the self-reflection phase may be the most important predictors of stu-
dents’ performance among the three SRL phases.

Methods
Participants

This study was part of a large project aiming to help medical students practice clinical 
problem-solving skills in an intelligent tutoring system. Participants in this study were 
47 medical students from a large North American university who were asked to diagnose 
a virtual patient case in an intelligent tutoring system. Six participants did not consent 
to report their demographic information. The remaining sample consisted of 24 female 
students (56.36%) and 17 male students (43.63%). The age of the participants ranged 
from 20 to 33, with an average age of 24.10 (SD = 3.51). Among these participants, 51% 
and 24% self-identified them as Caucasian and Asian, respectively. The ethnicities of the 
other participants were either Arab, Jewish, or Mixed. The majority of students were in 
their second year of medical school (n = 30, 73.17%). There were four students in their 
fourth year, three students in their third year, and four students in their first year of 
medical school. They all had no experience in diagnosing virtual patients. But all partici-
pants had completed a prerequisite 7-week course on endocrinology, metabolism, and 
nutrition.

Learning environment and task

The BioWorld system is an intelligent tutoring system designed for medical students to 
practice clinical problem-solving skills (Lajoie, Li et al., 2021). The system provides stu-
dents with the necessary cognitive and metacognitive tools to solve virtual patient cases 
in SRL (Fig. 2). Specifically, students accomplish the task by analyzing the patient (i.e., 
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forethought), performing the diagnosis (i.e., performance), and reflecting on their prob-
lem-solving processes and outcomes (i.e., self-reflection). Students begin solving a clini-
cal problem by reading a patient’s history, which includes the symptoms and medical 
records that a doctor usually obtains from a patient. At this phase, students familiarize 
themselves with the task by highlighting relevant evidence, which will be automatically 
saved in the evidence table for later reference. For example, a student may collect symp-
toms such as diarrhea, weight loss, as important evidence items from reading the patient 
history. In the performance phase, students propose initial hypotheses (i.e., diagnose) 
and run medical lab tests to confirm or disconfirm their hypotheses. For instance, stu-
dents may conduct the anti-endomysia antibody test within the system. If the test result 
is positive, students will likely diagnose the patient with a Celiac disease. In addition to 
lab tests, an embedded medical library is available for students to search for unfamiliar 
terminology or related knowledge about the case. Students may organize relevant evi-
dence and lab test results in favor of, or against, a specific hypothesis, during which a 
final hypothesis will be reached. After submitting a final diagnosis, students cannot go 
backward to change their submission. Instead, students will reflect on their diagnosis by 
reorganizing relevant evidence items and writing a summary to reproduce the reasoning 
process. Students extend reflection processes to the reading of individualized feedback 
where students compare their solutions with an aggregated expert solution. The activi-
ties in the reflection phase are useful for another loop of self-regulated learning in the 
next task.

Participants in this study were asked to diagnose a patient who had Diabetes Mellitus 
Type 1. Diabetes Mellitus Type 1 is most diagnosed in adolescents affecting millions of 
people worldwide (Menart-Houtermans et al., 2014). A panel of experts, including medi-
cal professionals and learning scientists, created the case and the case solution based on 
an authentic patient. When students submit a final diagnosis, the system will provide 

Fig. 2  The main interface of the system
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them with individualized feedback regarding the evidence items collected by experts, 
the lab tests ordered by experts, and a written case summary of experts. Students’ per-
formance is calculated as the evidence/lab tests match with experts’ solutions.

Measures

Facial expressions

Participants’ facial expressions were recorded by a camera which was mounted above the 
monitor of the computer participants were using. Facial expression videos were auto-
matically saved as WMV files with a start time and a resolution of 1600*1200. The video 
data were then analyzed with the FaceReader software to classify six basic emotions (i.e., 
happy, sad, angry, surprised, disgusted, and scared) and neutral states, following Ekman 
and Friesen’s (1978) emotion action coding. FaceReader uses the Active Appearance 
Model to model the location of 500 key points in the face and the facial texture of the 
area entangled by these points. Studies have validated the accuracy of FaceReader. For 
instance, Loijens et al. (2015) found high consistency between FaceReader performance 
and manual coding of basic emotions (84.8 − 95.9%). Similarly, Lewinski et al. (2014) 
reported that FaceReader 6.0 recognized 88% of emotional labels in two public datasets 
(i.e., Emotional Facial Expression Pictures and Amsterdam Dynamic Facial Expression 
Set), nearing the 85% accuracy of human coding. These findings support the reliability of 
FaceReader in automatically detecting emotions. The outputs of FaceReader include the 
dominant emotional states (a record is added if the emotion is active for at least 0.5 s) 
and the timestamp information about the onset and transition of each emotional state. 
The distribution of the six basic emotions across the three phases of SRL is displayed in 
Table 2. Moreover, FaceReader has been validated with human coders by prior research-
ers (Chentsova-Dutton & Tsai, 2010; Harley et al., 2015). It provides an unobtrusive way 
to measure real-time emotional states when students learn to solve a patient case.

Electrodermal activities

Electrodermal activity (EDA) is used to define the continuous variation in the electri-
cal characteristics of the skin, including skin conductance, galvanic skin response 
(GSR), electrodermal response (EDR), sympathetic skin response (SSR), and psycho-
galvanic reflex (PGR) (Braithwaite et al., 2013). In particular, skin conductance is most 
widely used to quantify the electrical reaction of the skin. Skin conductance can be 
distinguished as tonic skin conductance (skin conductance level, SCL) and phasic skin 
conductance (skin conductance responses, SCRs). Tonic skin conductance changes rela-
tively slowly without any discrete environmental event or external stimuli, whereas pha-
sic skin conductance (i.e., peaks, SCRs) changes rapidly in accordance with short-term 
events and discrete environmental stimuli (Braithwaite et al., 2013). The SCR onset, SCR 

Table 2  The distribution of basic emotions across the phases of SRL
Basic emotions Sum of emotions

Forethought Performance Self-reflection
Sad 123 285 196
Disgusted 68 660 350
Happy 281 324 179
Angry 123 1447 951
Surprised 41 518 372
Scared 51 188 55
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rise time, SCR recovery time, SCR frequency, and SCR amplitude are well-recognized 
EDA features (Shukla et al., 2019). SCR onset is the timepoint where skin conductance 
level first rises above the pre-set threshold (0.05 µS). SCR amplitude is calculated from 
the onset of SCR to the peak value within the SCR. SCR frequency refers to the num-
ber of SCRs. SCR rise time is the time taken from SCR onset to reach peak amplitude, 
whereas SCR recovery time is the time between peak and recovery point (half of the 
amplitude). SCR duration refers to the sum of onset time and recovery time.

We used two different devices (i.e., Biopac and Q-sensor) to measure students’ EDA, 
simply based on the accessibility of the devices for data collection at the time. Biopac 
(Braithwaite et al., 2013) produces exosomatic measures of skin conductance with a 
configuration of 200 samples per second (sampling rate = 200). The EDA data of fifteen 
participants were collected by Biopac in this study. Q-sensor is a bracelet convenient 
to configure to measure EDA signals (sampling rate = 32) (Kapoor et al., 2007). In this 
study, the EDA data of fifteen participants were collected by Q-sensor. Biopac placed 
traditional electrodes on the thenar and hypothenar eminences of the palm to record 
skin conductance response, whereas Q-sensor chose the inner side of the left wrist as a 
less intrusive recording location (Tomko, 2015). Researchers found traditional palmar 
measurements were significantly correlated with wrist measurements (van Dooren et 
al., 2012). Tomko (2015) compared the correlation between Q-sensor and Biopac and 
found that the correlations between these two devices range from medium to large. In 
particular, correlations between Q-sensor and Biopac SCRs are larger than that of SCL. 
Thus, relying on SCRs for EDA analysis improves the consistency between Biopac and 
Q-sensor results.

Furthermore, we used Neurokit to down sample the raw Biopac EDA data to an equiv-
alent sampling rate of 32 Hz. Neurokit was then used to identify SCRs from raw signals 
(unfiltered SCL) collected from both devices. Neurokit is an open-source, community-
driven, and user-centered package for physiological signal processing (Makowski et 
al., 2021). The source code of Neurokit is available under the MIT license on GitHub 
(https://github.com/neuropsychology/NeuroKit). It provides a high-level integrative 
function to process multiple bio-signals. In terms of the EDA processing technique, 
Neurokit is different from other pure EDA signal processing toolboxes. For example, 
LedaLab provides researchers the option to choose either continuous decomposition 
analysis that decomposes EDA data into continuous tonic and phasic activity or discrete 
decomposition analysis that decomposes EDA data into a tonic component and dis-
crete phasic components (Benedek & Kaerbach, 2010a, 2010b). Nevertheless, Neurokit 
uses the methods of convex optimization to identify SCRs based on Bayesian statistics, 
mathematical convex optimization and sparsity (Greco et al., 2016). More specifically, 
computes the number, onset, and amplitude of SCRs after filtering the noise of a signal 
(Greco et al., 2016). The frequency and amplitude of significant SCRs are critical param-
eters to assess participants’ level of emotional arousal (Horvers et al., 2021). For this 
study, we calculated the SCR frequency and amplitude for each student at each phase of 
SRL.

Emotion and SRL alignment

FaceReader outputs of emotion states and EDA signals were manually aligned with the 
system log files so that we could identify students’ emotional responses at each phase 

https://github.com/neuropsychology/NeuroKit
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of SRL. We divided the clinical problem-solving process into the three phases of SRL 
based on three key time points recorded in the system log files. For the first time point, 
students have read the patient description and are about to solve the task (Time 1). 
Regarding the second time point, students submit their final diagnosis (Time 2). They 
finish reading their feedback and are about to exit from the task at the third time point 
(Time 3). More specifically, the forethought phase starts from the time students load the 
page and ends at Time 1. The performance phase starts from Time 1 and ends at Time 
2, whereas the self-reflection phase starts at Time 2 and ends at Time 3. The outputs of 
FaceReader and the raw EDA signals were divided into three parts based on the three 
timestamps.

Procedures

Participants who had signed the consent form were asked to complete a pre-survey on 
Survey Monkey to report their demographic information. Research assistants then gave 
participants step-by-step instructions to ensure that every student is fully informed 
about data collection settings. Afterward, a training session was provided to participants 
on how to use the system to solve clinical problems. Participants practiced on a sample 
case (i.e., diagnose Celiac disease) to get familiar with the learning environment. After 
that, participants started to complete the task (i.e., Diabetes Mellitus), during which 
their facial expressions, EDA data, and log files were automatically saved in the server. 
During the entire process, research assistants were available to provide technical sup-
port. The data analyzed in this study was collected as part of a large and ongoing project. 
Only the measures relevant to the analyses in this study were discussed above. The facial 
expression data of four participants was missing due to technical malfunctions (8.5% of 
the sample), resulting in a sample of 43 for analyzing facial expressions to address the 
first research question. The EDA data of seventeen participants (34% of the sample) were 
lost because EDA devices did not capture the entire clinical problem-solving process, 
leaving a sample of 30 for EDA analysis to answer the second research question. Conse-
quently, a total of 29 participants had both facial expressions and EDA data available for 
addressing the third research question. To ensure data quality and coherence, we used 
the same software (i.e., FaceReader) and algorithms (i.e., NeuroKit) to analyze the data 
of participants.

Data analysis

To answer the first research question, we used the RQA to analyze the temporal struc-
tures of emotions among the three phases of SRL. Specifically, the R package of ‘crqa’ 
was used to perform the RQA on students’ emotional states (Coco & Dale, 2014). We 
then used Friedman tests to compare the differences in the RQA measures (i.e., %REC 
and %LAM) among the three phases of SRL, considering that the normality assumption 
was violated.

To address our second research question, we used Neurokit to preprocess the EDA 
data in the Scientific Python Development Environment (Raubaut, 2018). Particularly, 
we used the Makowski algorithm within Neurokit to filter out the noise of EDA raw 
data and identify the tonic and phasic levels of skin conductance (Makowski, 2020). The 
outputs include the filtered EDA signal, the phasic and tonic components, SCR onsets, 
SCR peaks, SCR duration, and SCR amplitudes (see Fig.  3). As discussed above, SCR 
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duration, the number, and amplitude of SCR peaks are commonly used as indicators of 
students’ emotional arousal levels. We then compare the differences in SCR numbers 
per minute, SCR duration, and SCR amplitude across the three phases of SRL using the 
Friedman tests.

Finally, the assessment method of Averaging over Orderings proposed by Linde-
man, Merenda, and Gold (LMG) (Lideman et al., 1980) was applied to answer the third 
research question. Specifically, the LMG is a dominant method to assess the relative 
importance of independent variables to a dependent variable in multiple linear regres-
sion, especially when the independent variables are correlated (Grömping, 2006). In 
simple linear models where all regressors are uncorrelated, each regressor’s contribution 
to the model is the R2 from univariate regression. To address the issue of correlations 
among regressors, Lideman et al. (1980) proposed averaging sequential sums of squares 
over all ordering of regressors since the sequence the regressors are added in a multiple 
linear regression model influences the sum of squares. Therefore, LMG method takes 
account of the variable orderings when examining the proportion of variance explained 
by predictors (Lideman et al., 1980). LMG is one of the most computer-intensive meth-
ods that require a sample size bigger than the number of predicting variables (Bi, 2012; 
Grömping, 2006). The formulae denoted as LMG can be written as:

LMG (xk) =
1
p!

∑

rpermutation

seqR2 (({xk}) |r) � (1)

seqR2 (({xk}) |Sk (r)) = R2 ({xk} ∪ Sk (r)) − R2 (Sk (r)) � (2)

Sk (r) represents the set of predictors entered into the linear model before the predictor 
xk  in the order r , while seqR2 (({xk}) |Sk (r)) represents the portion of R2  allocated 
to predictor xk  in the order r . Take this study as an example, we compare the relative 
importance of twelve regressors to a dependent variable, i.e., diagnostic performance. 
The twelve regressors include six variables related to the temporal structures of emo-
tion sequence (i.e., % REC – forethought, % REC – performance, % REC – reflection, % 
LAM – forethought, % LAM – performance, % LAM – reflection) and the other six vari-
ables concerning to the arousal levels of emotions (i.e., SCR number – forethought, SCR 

Fig. 3  An example of processed EDA signals
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number – performance, SCR number – reflection, SCR amplitude – forethought, SCR 
amplitude – performance, SCR amplitude – reflection). For the twelve regressors (p = 12), 
there are 12! (12 × 11 × 10 × 9 × 8 × 7 × 6 × 5 × 4 × 3 × 2 × 1) different orderings and 12! differ-
ent estimations (i.e., the sequential sum of squares) in multiple linear regression. The 
relative importance of each individual regressor is the mean of the 12! estimations. Thus, 
LMG is a good option for a study with a small sample size.

Results
Question 1. Do students demonstrate different temporal structures of emotions across the 

phases of SRL (i.e., forethought, performance, and self-reflection)?

As displayed in Table 3, the ratio of the repeating sequences of the same emotion (i.e., 
% LAM) significantly differed across the three phases of SRL, χ2(2) = 10.71, p =.005. Post 
hoc analysis with Wilcoxon signed-rank tests was conducted with a Bonferroni correc-
tion applied, resulting in a significance level set at p <.017. Median (IQR) of % LAM at 
the forethought, performance, and self-reflection phases were 11.24 (0 to 31.25), 15.51 
(4.96 to 47.47), and 23.07 (9.66 to 50.75), respectively. There were no significant dif-
ferences in the % LAM values between the forethought and self-reflection phases (Z = 
-2.12, p =.034) or between the performance and self-reflection phases (Z = − 0.78, p =.43). 
However, there was a statistically significant difference in the % LAM value between the 
forethought phase and performance phase (Z = -3.10, p =.002 <.016), indicating students 
experienced more repeating sequences of the same emotions at the performance phase 
than forethought phase. However, there were no significant differences in the proportion 
of repeating emotions (i.e., % REC) across the phases of SRL (χ2(2) = 1.02, p =.60).

Question 2. Do students have different arousal levels of emotions across the SRL phases?

The results in Table 4 showed that SCR frequency differed significantly across the three 
SRL phases, χ2(2) = 14.71, p =.000. Post hoc analysis with Wilcoxon signed-rank tests was 
conducted with a Bonferroni correction applied, resulting in a significance level set at 
p <.017. The Median (IQR) of SCR frequency were 3.18 (1.1 to 14.47), 0.84 (0.31 to 3.61), 
and 2.4 (0.76 to 5.30), respectively. SCR frequency in the forethought phase was signifi-
cantly higher than that of the performance phase, indicating that students had more fre-
quent emotional arousal in the forethought phase. Furthermore, we found the amplitude 
of SCR significantly differed across the phases of SRL, χ2(2) = 9.74, p =.000. More specifi-
cally, the amplitude of SCR in the performance phase was significantly lower than that 
of the forethought phase (Z = -3.25, p =.001 <.017) and that of the self-reflection phase 

Table 3  Friedman and Wilcoxon tests results of recurrence measures
Measures χ2 p Phase 25th Median 75th Post-hoc Z
%REC 1.02 0.60

Forethought 33.32 39.78 47.16 For. > Per. 0.26
Performance 32.04 35.00 44.83 Per. < Ref. -1.07
Self-reflection 32.49 38.81 44.46 Ref. < For. -0.51

%LAM 10.71 0.005
Forethought 0.00 11.24 31.25 For. < Per. -3.10*
Performance 4.96 15.51 47.47 Per. < Ref. − 0.78
Self-reflection 9.66 23.07 50.75 Ref. > For. 2.12

Note *p <.016. For. = Forethought, Per. = Performance, Ref. = Self-reflection
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(Z = 2.67, p =.008 <.017). Regarding SCR duration, there was no significant difference 
among the three phases, χ2(2) = 6.32, p =.042 >.016.

Question 3. What is the relative importance of the temporal structure of emotions and the 

arousal levels of emotions in specific SRL phases in predicting students’ performance?

As aforementioned in the data analysis section, we applied Averaging over Orderings 
to address this question. We found that the six variables about the temporal structures 
of emotions (% REC – forethought, % REC – performance, % REC – reflection, % LAM 
– forethought, % LAM – performance, % LAM – reflection) could explain 36.82% of 
the variance in performance. The six variables of emotion arousal (i.e., SCR number – 
forethought, SCR number – performance, SCR number – reflection, SCR amplitude – 
forethought, SCR amplitude – performance, SCR amplitude – reflection) could explain 
22.07% of the variance in performance.

When assessing the relative importance of the twelve variables to students’ diagnostic 
performance, we found that they together account for 81.23% of the variance in perfor-
mance. It is noteworthy that we aimed to assess the relative importance of each variable, 
instead of establishing a multiple linear regression model with those predictor variables. 
Therefore, we did not examine overfitting in LMG models. Meanwhile, one should be 
cautious when interpreting this result, i.e., the high accuracy of prediction of variance 
in performance. LMG is essentially not a prediction model and thus the results can-
not be viewed as standardized regression coefficients. Nevertheless, the proportion of 
variance explained by the twelve variables did underscore the joint role of the temporal 
structures of emotions and the arousal levels of emotions in predicting students’ per-
formance, when compared to that explained by either alone. More specifically, the pro-
portion of the repeating sequence of same emotions in the forethought phase (R2 = 0.11) 
and the amplitude of SCR in the self-reflection phase (R2 = 0.14) positively predicted per-
formance, whereas the proportion of the repeating sequence of same emotions in the 
self-reflection phase (R2 = 0.25) negatively predicted performance. These results indicate 
that students who had more stable emotions in the forethought phase, but less stable 
emotions and a higher level of emotional arousal in the self-reflection phase had better 
performance.

Table 4  Friedman and Wilcoxon tests results of EDA measures
Measures χ2 p Phase 25th Median 75th Post-hoc Z
SCR
frequency

14.71 0.000

Forethought 1.1 3.18 14.47 For. > Per. -3.72*
Performance 0.31 0.84 3.61 Per. < Ref. 1.25
Self-reflection 0.76 2.40 5.30 Ref. > For. -1.50

SCR
Duration

6.32 0.042

Forethought 0.74 3.20 8.42 - -
Performance 1.69 5.69 21.45 - -
Self-reflection 0.49 4.43 6.27 - -

SCR
Amplitude

9.74 0.008

Forethought 0.77 1.96 2.49 For. > Per. -3.25*
Performance 0.21 0.39 0.86 Per. < Ref. 2.67*
Self-reflection 0.35 2.58 20.81 Ref. > For. -1.67

Note *p <.016. For. = Forethought, Per. = Performance, Ref. = Self-reflection
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Discussion
More stable emotions in the performance phase

The findings of this study indicated that students experienced more stable emotions in 
the performance phase than in the forethought phase. A possible explanation is that the 
forethought phase, according to Schutz and Davis (2000), is “a period of mixed emo-
tions” (p. 249). Students experienced both a variety of positive and negative emotions 
in the forethought phase. These emotions could be prospective or retrospective (Pekrun, 
2006) since students started to develop an individualized understanding of the learn-
ing or problem-solving task. In contrast, students’ emotional states did not change rap-
idly in the performance phase, because they had already established an understanding of 
the task environment and an expectation concerning how they would approach the task 
(Zimmerman, 2013). For instance, students might maintain a negative emotional state 
if they perceived the task as being challenging at the beginning. Another explanation is 
that students emphasized different learning components or strategies in different SRL 
phases. Students concentrated on task analysis and self-motivation in the forethought 
phase, whereas they focused on the use of cognitive and metacognitive strategies to 
solve the task in the performance phase (Zimmerman, 2013). A focus on cognition and 
learning in the performance phase means that students purposely allocate efforts to con-
trol adverse behaviors, including emotion instability (Zimmerman, 2013). In the fore-
thought phase, however, many factors could influence emotions in task analysis, such as 
individual characteristics, task difficulty, and motivation (e.g., achievement goal).

Less frequent and lower levels of emotional arousal in the performance phase

Moreover, this study found that students had less frequent emotional arousal in the 
performance phase than in the forethought phase as indicated by the significantly more 
SCRs in the forethought phase. Furthermore, students experienced a lower level of emo-
tional arousal in the performance phase than in the forethought and self-reflection phases 
as indicated by significantly smaller amplitude of SCRs in the performance phase. In 
other words, students not only experienced relatively less frequent emotional arousal in 
the performance phase, but they were also triggered at a lower intensity. These results 
partially contradict the assumptions of Ainley et al. (2005), who claimed that cognitive 
interruption and conflicts in the performance phase would increase students’ physiologi-
cal activities. It is possible that students control the intensity of emotions in the perfor-
mance phase to focus on cognitive processing (Efklides et al., 2018). The less frequent 
and lower intensity of emotional arousal in the performance phase resonates with the 
finding that students showed more stable emotions in this phase as discussed before. 
During the self-reflection phase, however, emotions are typically more salient with 
higher arousal levels (Usher & Schunk, 2018). It is possible that the positive or negative 
feedback students received in this phase increases their levels of emotional arousal. As 
an illustration, students had stronger emotional responses if the feedback contradicted 
their beliefs (Ryan & Henderson, 2018).

Emotion stability and arousal predict student performance

In addition, we found that students who had better performance were those who dem-
onstrated more stable emotions in the forethought phase, less stable emotions in the self-
reflection phase, and a higher level of emotional arousal in the self-reflection phase. In the 
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forethought phase of self-regulated learning (SRL), we contended that the more stable 
students’ emotional states, the higher possibility that they had confidence in solving the 
task. In fact, prior research has shown that students’ self-efficacy affected the stability of 
their emotional responses, which determined students’ task performance to an extent 
(Bandura & Freeman, 1999; Usher & Schunk, 2018). In the self-reflection phase, students 
reflect on the outcomes of their efforts and make attribution for what factors yield the 
current performance (Usher & Schunk, 2018). It is likely that students who care more 
about learning outcomes experience more emotional changes and a higher level of emo-
tional arousal. For example, students were sensitive to each piece of internal and external 
feedback in the self-reflection phase so that more emotions were induced. Meanwhile, 
students could be either exceptionally happy when getting a correct answer or remark-
ably sad when making a mistake. These findings highlight the importance of analyzing 
the emotional changes and the level of emotional arousal in different SRL phases for pro-
viding efficient scaffoldings.

Implications
This study provides important insights for researchers to conduct fine-grained analysis 
of emotions with advanced emotion measures. Facial expressions and EDA data reflect 
different aspects of emotion attributes. While Harley et al. (2015) reported a low agree-
ment between facial expressions and EDA, Cartaud et al. (2020) found a high correlation 
between them. Our findings align with Cartaud et al.’s (2020) study: specific EDA param-
eters (i.e., skin conduct response amplitude, skin conductance response frequency) 
were in line with the results of facial expressions. This indicates that the integration of 
these two data channels could provide a more nuanced yet coherent understanding of 
students’ emotional responses in clinical problem-solving. Future researchers may con-
sider concurrently employing these two methods when investigating emotion dynamics 
in various problem-solving contexts. Moreover, this study has methodological contribu-
tions to the analysis of fine-grained and time-series emotion data, as we took the initia-
tive to study the temporal structures of emotions with recurrence quantification analysis 
(RQA) in the context of clinical problem-solving. This methodology innovation demon-
strates that RQA can extend beyond the scope of group emotion synchrony, as studied by 
Main et al. (2016), and the daily change of emotions, as explored by Jenkins et al. (2020). 
Recurrence Quantitative Analysis (RQA) can be applied more extensively to time-series 
data to unveil the dynamics of emotions. Practically, the findings of this study inform 
the development of intelligent tutoring systems by suggesting the integration of technol-
ogy that prompts students to use emotion regulation strategies. Wrzesien et al. (2015) 
offer relevant approaches for triggering emotion regulation in teenagers, which could be 
adapted for this purpose. As an example, forthcoming intelligent tutoring systems could 
encourage students to maintain a stable emotional state during task analysis, given that 
the proportion of the repeating sequence of the same emotions in the forethought posi-
tively predicted performance. Furthermore, the study offers insight into the visualization 
of emotions when designing intelligent tutoring systems. Facial expression and EDA data 
could be used to visualize students’ emotion dynamics in real time. It would be interest-
ing to examine the visualization of emotion dynamics and how it supports or hinders 
students’ performance. It is also noteworthy that the temporal structures of emotions 
and the arousal levels of emotions in SRL provide important information of students’ 
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potential performance, which significantly and meaningfully informs the research area 
of learning analytics.

Conclusion, limitation, and future direction
In sum, this study examined the emotion dynamics, particularly, the temporal struc-
tures of emotion and the arousal levels of emotion, in the three phases of SRL (i.e., 
forethought, performance, and self-reflection) in 47 students as they solved a clinical 
problem in an intelligent tutoring system. We used advanced emotion measures (i.e., 
facial expression and EDA) to capture emotions in real time. Moreover, we analyzed 
emotion dynamics with RQA. Findings from this study contribute to our understanding 
of how the features of students’ emotional responses related to SRL processes and their 
performance.

There are several limitations to this study. First, automatic emotion recognition is 
not as accurate as self-report since the identification of emotions was isolated from the 
learning context. Although we included both facial expressions and EDA for investiga-
tion, we examined these signals separately and did not consider the convergence of these 
two types of data. The convergency is an important direction to address the challenges 
of multi-modal data. Future research should focus on examining the convergence of 
facial expressions, EDA, and self-reports when specific SRL events occur. Moreover, the 
facial expression and EDA data were collected within a single clinical problem-solving 
context, limiting the generalizability of findings to this specific context. While this study 
performed an in-depth exploration of emotion dynamics in the context of clinical prob-
lem-solving, it is essential to acknowledge that emotions can vary across different tasks. 
Therefore, future research should aim to replicate these findings in diverse settings. 
Additionally, the study is limited by its relatively small sample size, which includes par-
ticipants from diverse cultural backgrounds. It will be necessary to extend the findings 
of this study with a larger sample to identify the patterns of emotion dynamics. Future 
research will also consider incorporating cultural background as a variable to explore its 
impact on emotion dynamics. It is also worth mentioning that EDA signals lack specific-
ity in their meanings. For instance, SCRs are not necessarily and exclusively related to 
emotional arousal. Finally, we used two types of devices to collect EDA signals, although 
the same technique was used to process the raw EDA data. Future work will attend to 
these limitations to test the generalizability of our findings regarding emotion dynamics 
in SRL.
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