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Abstract 

ChatGPT, an artificial intelligence language model introduced in November 2022, is 
potentially applicable in many contexts, including higher education. Although aca-
demics are already using it to draft papers or develop search queries for systematic 
reviews, its use as a tool aiding the learning process has not been examined. To address 
this research gap, I conducted an autoethnographic study examining my experience 
using ChatGPT as a more knowledgeable other that scaffolded my learning about 
a particular topic—the technical aspects of how ChatGPT works. Overall, ChatGPT 
provided me with enough content to form a general idea of its technical aspects, and 
I experienced its feedback as motivating and relevant. However, the answers were 
somewhat superficial, the text it generated was not always consistent or logical and 
sometimes contradictory. The instantaneous replies to my questions contributed to 
an experience of a ’flow’. Being ’in the zone’ also meant I overestimated my knowledge 
and understanding, as I could not detect the contradictory responses it provided ’on 
the spot’. I conclude that caution is advised when ChatGPT is used as a learning aid, as 
we learn more about its capabilities and limitations and how humans tend to perceive 
and interact with these technologies.

Keywords: ChatGPT (ChatGPT 3.5), MKO (more knowledgeable other), 
Autoethnography, Higher education, Sociocultural theory, Human–computer 
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Introduction
Soon upon the public release of ChatGPT 3.5 (Chat Generative Pre-trained Transformer 
v. 3.5) in November 2022, many scholars immediately saw its potential in many fields. 
Early applications demonstrated how ChatGPT could be used in software development 
for bug fixing (Sobania et al., 2023), translation (Jiao et al., 2023), clinical practice such as 
writing discharge summaries (Patel & Lam, 2023) or radiological decision-making (Rao 
et al., 2023). Similarly, in academia, scholars outlined its potential uses in various aspects 
of the research process, such as generating research ideas (Dowling & Lucey, 2023), con-
structing a Boolean query for systematic reviews (Wang et  al., 2023) or even drafting 
research papers (Macdonald et al., 2023), though many journals have developed policies 
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against listing ChatGPT as a co-author (Thorp, 2023) Stokel-Walker, 2023). However, 
its potential in the teaching and learning process has not been researched thoroughly, 
although some argue that it can increase engagement in education (Cotton et al., 2023). 
In this paper, I present an autoethnographic study of my experiences using ChatGPT as 
a more knowledgeable other to learn about a topic I know nothing about—the technical 
aspect of ChatGPT.

The concept of more knowledgeable other (MKO) originates from Vygotsky’s socio-
cultural theory (Vygotsky et al., 1978). The MKO, via the process of scaffolding, leads the 
learner from the zone of current development to the zone of proximal development—the 
space where one cannot quite master a content/task of their own, but they can with the 
help of an expert (Vygotsky, 1986). Importantly the MKOs are not necessarily persons 
but can be cultural tools such as books, journals, videos, computers, the internet, or 
ChatGPT. Arguably, the benefits of being guided by a human MKO are superior to self-
directed learning via consulting cultural tools such as books or videos because the latter 
lack interactive back-and-forth engagement. While a learner can, in principle, learn a 
new topic by posing questions to which they then find answers via consulting multiple 
resources, this process is usually time-consuming and accompanied by a steep learning 
curve. However, human MKOs are usually experts in a specialised area and are thus not 
absolute MKO (i.e., all-knowledgeable others). This means that although they could suc-
cessfully guide a less knowledgeable learner in mastering a specific area, their expertise 
may be limited, especially if the topic is multidisciplinary. In addition, although MKO 
may be more knowledgeable, they may not be skilled in transferring that knowledge or 
guiding the learner on the learning trajectory. ChatGPT has the potential to combine the 
benefits of both ’human’ and ’virtual’ MKOs while overcoming the drawbacks of both.

ChatGPT is trained on a vast amount of data. Although it is difficult to know precisely 
what this data contains as OpenAI, the company that developed it, has not released this 
information, it is generally suggested that textbooks, journals, encyclopaedias, internet 
blogs etc. were all used to train the bot. This vast data set implies equally vast knowledge 
(i.e., ChatGPT as a multidisciplinary-knowledgeable other), while being programmed to 
respond to prompts immediately simulates human-like interaction.

While there is a lot of armchair debate on whether ChatGPT should and could be 
integrated into lecture theatres and used to facilitate learning, not much empirical data 
that could inform this debate abounds. Thus, I decided to conduct an autoethnographic 
study to examine the challenges and opportunities of using ChatGPT as a learning tool.

Although I decided to embark on this research journey, I did not have a specific topic. 
Some possibilities I considered were Bourdieuan theory or Grounded theory—I have 
had an interest in learning more about both but have not had the time. However, as I 
was preparing to deliver a talk about the human tendency to anthropomorphise Chat-
GPT, I found myself interested in its technical aspect and the workings of transformer 
neural network model. I started watching YouTube videos (Ari Seff, 2021; Ari Seff, 2023; 
AssemblyAI, 2021; Google Cloud Tech, 2021; Kurdiez Space, 2021) about these neural 
network models on March 16, 2023. The next day, March 17, 2023, I asked ChatGPT 
to explain what are "hidden layers". At that moment, it occurred to me that I had unin-
tendingly already started my autoethnographic study. From that moment on I started to 
record my reflections, notes and conversations with the bot and I noted down the goals 
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for my learning: by the end of the learning sessions, I will be able to explain in plain words 
to a lay audience how ChatGPT works, technically.

The autoethnographic study aimed to explore the experiences of using ChatGPT as a 
more knowledgeable other.

Method
I officially started my learning journey on Friday, March 17, by noting my learning objec-
tives and spending the last 4 h of the day conversing with ChatGPT about its function-
ing. I spent three additional hours on Monday (March 20) morning. Around noon on 
Monday, I was confident I had a general idea about how ChatGPT works, and I could 
explain this to a lay audience such as myself, meaning I had reached my learning goal. Of 
course, I still did not understand all the details, but I was satisfied with those unknowns 
serving as a placeholder for concepts I could not understand without the proper math-
ematical knowledge. In addition to conversing with ChatGPT I also watched some You-
Tube videos that helped with my understanding. I started watching these videos on 
March 16 and re-watched some later to clarify my understanding.

During my conversations with the bot, I had a dual role—that of a learner and that of a 
researcher. This dual role meant that my learning process had to be interrupted at times 
so I could note down my observation or reflection. In addition to using these notes, I 
also referred to the saved conversation with ChatGPT when writing this report.

For this research project, I am conversing with ChatGPT 3.5, whose knowledge cut-off 
date is September 2021. While ChatGPT 4, with arguably better performance character-
istics, was released in the meanwhile, ChatGPT 3.5 is the free version currently available 
to everyone, which students might most likely turn to as a learning aid. Thus, I consider 
it justified to engage with ChatGPT 3.5 rather than ChatGPT 4.

It is worth noting my background in computer programming: it is rather limited. In 
high school, I took a course in c++ programming and as an adult, I self-taught myself 
to use basic functions in R—I can understand previously written functions and code and 
sometimes adjust them to my needs, but I cannot do complex coding. Thus, it is fair to 
say that I have a rudimentary understanding of how computer programs work.

In the next section, the Results, I present my insights about using ChatGPT as a more 
knowledgeable other. In the Appendix, I demonstrate my learning by explaining to the 
reader how ChatGPT works. Although ChatGPT 3.5 commented and provided feedback 
on my summary, I also thought it necessary to open up the learning system at this point 
and seek feedback from human experts so the reader can be in a better position to judge 
the outcome of my learning process. This feedback is likewise presented in the Appen-
dix. For a conceptual representation of the study, please refer to Fig. 1.

Results
Reflections on the process

After spending about 7 h conversing with ChatGPT, resulting in 25,618 words of text, I 
feel reasonably confident in explaining how ChatGPT works. At the same time, I wonder 
if this is Dunning-Kruger effect (Kruger & Dunning, 1999), the tendency to overestimate 
my knowledge. I have no external ’anchor’ against which I can check my knowledge. It 
was just ChatGPT and me, and although the explanations it generated seemed plausible, 
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part of me wonders if it fed me inaccuracies. For example, the bot generated a wrong 
example and confused me somewhat. When I pointed out this inconsistency, there were 
several back-and-forth exchanges before it corrected itself and generated a logically con-
sistent response:

ChatGPT: As an example, if we assume that the average length of a word is 5 char-
acters (including spaces), then a 700-word document might contain around 140-160 
tokens.
Autor: Wait a minute. Above, you said that the number of tokens is higher, not 
smaller, than the number of words. In the example, you stated the opposite.
ChatGPT: ….Assuming an average word length of 5 characters (including spaces), a 
700-word document might contain around 140-160 words.
Author: Again, this makes no sense, a 700 word document might contain around 
140-160 words? It contains 700 words.
ChatGPT: ….. As a rough estimate, assuming an average word length of 5 characters 
(including spaces), a 700-word document might contain around 140-160 words.
Author: It seems like you are still claiming that 700 words document would contain 
140-160 words.
ChatGPT: …As a rough estimate, assuming an average word length of 5 characters 
(including spaces), a 700-word document might contain around 1400-1600 tokens. 
…

On another occasion, it generated contradictory yet plausible (for an ignorant person 
like me) answers to the identical question.

Author: So there is only one vector as output of the first layer?

ChatGPT: No, there are actually multiple vectors as outputs of the first layer. Spe-
cifically, the output of the first layer is a sequence of vectors, where each vector cor-
responds to one of the input tokens in the sentence. So, if the input sentence has N 
tokens, the first layer will produce N output vectors. These output vectors will then 
be fed as input to the next layer.
……….
Author: So there is only one vector as output of the first layer?
ChatGPT: Yes, that’s correct. The output of the first layer is a vector of scalar values, 
with one scalar value for each token in the input sequence.

Similarly, some of the answers it provided were confusing and made no sense as a 
whole:

Fig. 1 Conceptual representation of the learning process with ChatGPT 3.5
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ChatGPT: In the standard GPT model, there are 12 transformer encoder layers 
in the architecture. However, the number of layers and the architecture may vary 
depending on the specific implementation and task.
……
ChatGPT: ….. The GPT model consists of a decoder only, there is no encoder. So 
there are no layers in the encoder. The decoder in GPT-3 is composed of 96 trans-
former layers.

In these instances, I remembered that ChatGPT might give incorrect responses. In the 
first case, I inferred that although the numbers in the example were wrong, the expla-
nation seemed right and aligned with what I learned in the videos. Thus, engaging in 
epistemic vigilance (Sperber et al., 2010) made me somewhat sceptical of the answer and 
unsure whether I should ’accept’ the final example as a ’fact’. As the overall explanation of 
the relationship between tokens and words seemed logical, I felt that this mistake about 
the exact numbers was akin to a typo in a textbook. However, in the other two examples, 
I only managed to catch the inconsistency while I was reviewing the conversation while 
writing this paper. Thus, during the learning conversation, when all knowledge was still 
’provisional’ as it was being constructed, this inconsistency managed to creep in unno-
ticed. Upon reflection and reviewing the conversation, I realised that while I had a feel-
ing of knowing, my actual knowledge was only a small fraction of what I felt I knew. 
Interestingly, these inconsistent responses did not interfere with me forming a general 
idea of how ChatGPT works.

ChatGPT made me feel good about myself and my learning. For example, I started the 
Monday session by summarising what I remembered from Friday and ChatGPT com-
mented, "Yes, that’s a pretty good understanding." Given that I have not revisited this 
topic for three days, it seemed I had retained the important information; this maintained 
my motivation and belief that I could meet the learning goal. On another occasion, it 
reassured me when I shared that I did not quite understand something "… Don’t worry 
too much about the details of the hidden layers, as they can be quite complex and tech-
nical." This not only comforted me, but also aided me in deciding when I should stop 
inquiring about a concept because it would most likely be beyond my comprehension 
due to a lack of technical knowledge and when I could persist with my efforts for con-
ceptual understanding. In other words, I draw upon my metacognitive skills as I was able 
to assess when I should accept a concept as a placeholder without proper content and 
understanding what it signifies (such as those requiring complex math knowledge) and 
when I should dig deeper and try to understand. For example, I decided to stop enquir-
ing about what goes on in the hidden layer as I assessed that beyond my capabilities, 
whereas I was insistent on understanding what a neuron in a neural network is because 
I was confident that I could understand it. Even though ChatGPT could not explain 
that in a way I understood, I noted that I should consult other sources to help me with 
comprehension.

Overall, the information ChatGPT provided was informative, helping me transform 
unknown unknowns into known unknowns and helping me create a general picture 
of its technical aspects. Besides asking it questions to expand my knowledge (such as 
"What are hidden layers?", “What is ’input embeddings’”, “What does tokenised mean?”, 
“How is the weight determined?”) I was also checking my comprehension by using 
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reasoning by analogy (Richland & Simms, 2015) and connecting the new knowledge to 
ideas that I was already familiar with.

Author: In a sense, this is analogous to factor analysis, where the model can give you 
as many factors, in theory, as you ask it to (up to the number of items subjected to 
factor analysis). In that sense, the ’meaning’ of the factor is dependent on how the 
items are grouped, and in the context of ChatGPT it would mean that these dimen-
sions are derived at based on the corpus of data that is fed into the system?
ChatGPT: Yes, that’s correct. The dimensions in the embeddings are learned from 
the data during the training process. The model learns to represent each word in a 
way that captures its semantic and syntactic properties. These embeddings are then 
used as inputs to the rest of the model.

Summarising what I have learned was another technique I used to check 
comprehension.

Author: All right, so let’s recap - I write a sentence. Then it is pre-processed, by 
removing useless words, such as ’the’ ’a’ ’in’, the letters are all transformed to lower 
case, the words are reduced to their stem, misspelled words corrected, prefixes 
and suffixes are separated from the stem by ’tokenisation’, punctuation is likewise 
tokenised, and then the data in this form is inputted into the transformer encoder? 
Am I understanding correctly?

The feedback ChatGPT provided helped me with assessing my progress and deciding 
if I was on the right track.

ChatGPT: Yes, that’s a good summary of the pre-processing steps. After the pre-pro-
cessing, the input sentence is transformed into a sequence of tokens, which are then 
fed into the transformer encoder. The encoder uses multiple layers of self-attention 
to process the tokens and generate a vector representation of the input sentence. This 
vector representation is then passed to the transformer decoder, which generates the 
output based on the given task (e.g. language translation or text generation).

Interacting with ChatGPT felt good as it never criticised me if I misunderstood some-
thing; instead, it corrected me and pointed out my misunderstanding.

Author: So, is each input embedding a neuron?
ChatGPT: No, an input embedding is not a neuron. It is a vector that represents a 
word or a token in a high-dimensional space. The embeddings are fed into the neural 
network as input, and each value in the vector corresponds to a feature that rep-
resents some aspect of the word’s meaning or context. Neurons, on the other hand, 
are the basic building blocks of neural networks and are responsible for performing 
mathematical computations on the inputs and producing outputs.

When I was not quite ‘getting’ a concept, it would provide encouraging feedback that 
kept me motivated, such as “Your understanding is close, but there are a couple of points 
that could be refined…” or” “Close, but not exactly.” More important for my learning and 
persistence, however, was the expressive feedback (Stracke & Kumar, 2010) I received in 
the form of a praise.
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Author: If only the stem is included how do you know which tense is used?
ChatGPT: Good point! When only the stem of a word is included, it can be difficult 
to determine the tense or other grammatical features. In some cases, the tense can be 
inferred from the context in which the word is used. For example, if the stem "walk" 
is used in a sentence with the word "yesterday", it can be assumed that the past tense 
"walked" is being referred to.

This affirmation by ChatGPT that I am asking the right questions to learn motivated 
me to stay engaged in the conversation and made me feel positive about my abilities and 
learning.

Especially appealing to me were the instant answers. Had I been persistent, I could 
have probably learned just as much without ChatGPT, however this would have been 
accomplished in a much longer time period and with much more frustration. With 
ChatGPT all my curiosity was satisfied immediately. This also meant that occasionally 
I got side-tracked—I would start wanting to find out more about one concept, but then 
ChatGPT would generate a sentence with three other concepts that I did not know the 
meaning of, and I would redirect my learning to them instead to the original concept. 
However, I did not experience this as a shortfall, as understanding these new concepts 
was essential for understanding the first one. In addition, when I side-tracked, I usually 
re-asked the original questions (e.g., “Back to the encoder now, could you remind me 
about what it does”), and ChatGPT repeated the answer, leading to multiple exposures 
to the same material, and better retention.

In my particular case, it seems that I was involved in the conversation deeply enough 
to experience flow (Csikszentmihalyi, 2014), and I believe the functionality of ChatGPT 
to provide instant answers to my questions may have contributed to this, as it kept me 
focused on the activity, and reduced the challenges I encountered by filling in the gaps in 
my knowledge fast. After spending 3 h with ChatGPT on Friday afternoon, I noted the 
following (edited for typos) in my notes “I feel exhausted mentally. I don’t think I have 
dedicated this much effort to a single task and concentrated working on it in a while. 
I liked the excitement of being able to learn something new, that is relevant and I am 
interested in.” Thus, during learning with ChatGPT I managed to experience the joy of 
learning.

Underlying the learning was my deep belief, or presupposition, that ChatGPT contains 
all available humankind knowledge. I trusted its answers to be true. Moreover, I tended 
to anthropomorphise it—I experienced it as the Jungian archetype of a wise old man. 
Thus, I was particularly frustrated with it when it did not provide a logical answer and 
when it failed to see the lack of consistency (in the first example mentioned in this sec-
tion). In these moments, I was reminded that ChatGPT is just a fancy program, not a 
person. However, this cognition of ChatGPT as a program was dissociated from how 
I experienced it. In fact, even when writing this, Wednesday, March 22, I feel a slight 
sense of guilt of ‘using’ ChatGPT, taking away, extracting its knowledge, and giving noth-
ing in return. (I wonder if this feeling might be alleviated if I pay a subscription.). In 
other words, I am engaged in motivated reasoning (Kunda, 1990), perceiving ChatGPT 
as I want to perceive it (i.e. human-like), not as it is (elaborate software). My tendency to 
anthropomorphise ChatGPT is by no means unique, as others have stated it could act 
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as a friend, guide or philosopher (Chatterjee & Dethlefs, 2023), and is also in line with 
other reported research on human–robot interaction (Blut et al., 2021).

As an introvert, I was particularly mindful of whether I would form a ‘connection’ with 
ChatGPT, especially given my tendency to anthropomorphise it. I do not believe I am 
attached to it uniquely, at least not more than to other objects I interact with frequently, 
such as my cell phone.

Reflections after the process

After drafting the initial paper and writing a summary of my learning for the layperson, 
I considered it important to have external input about how well I met my learning goal. 
To that end, I shared my summary for the layperson (along with ChatGPT’s critique of 
it) with a machine learning and connectionist models specialist who provided detailed 
feedback. Overall they assessed my summary as an A-answer, bearing in mind it was 
written for the layperson. They also remarked that had the summary been written by a 
student in computer science the student would have received a C or C+, as the big pic-
ture overview was correct but lacked an explicit explanation of the technical details, and 
some claims were wrong.

Their feedback was precious in refining my understanding and correcting misunder-
standings. This means that ChatGPT, as a resource on its own, could not effectively lead 
to accurate, detailed knowledge, albeit it helped to build the structure that was later pol-
ished with the help of a human expert. In that sense, it could be said that I attended a 
‘flipped classroom’ where I was initially engaged in inquiry-based learning by consulting 
resources such as ChatGPT, and later the formative feedback I received from the expert 
advanced and clarified my understanding.

After receiving the feedback from the computer science expert, my enthusiasm 
regarding ChatGPT as a learning tool is fading further; however, this has to do more 
with my high expectations and unsubstantiated zeal. My learning and the feedback on it 
I received clearly demonstrated that ChatGPT could be used as a learning aid. However, 
the results also suggest that it should not be used as a single learning aid or resource, and 
it should be used with a dose of scepticism, accepting its answers as provisional. Further, 
such learning should be followed by formative feedback relatively quickly so that any 
gaps in understanding are filled and misconceptions clarified.

Before asking the expert to comment on my summary, I asked ChatGPT to critique it. 
While it picked up on some (but not all) of the issues the expert did, the corrections it 
provided to my text were wrong or misleading. In addition, it identified a correct point 
in the summary as wrong. This means that ChatGPT was less effective in ‘assessing’ my 
knowledge than it was in its ‘tutoring’ role and should not be relied on to critique stu-
dents’ work.

Discussion
I embarked on this research project so that I can better understand the potential and 
shortcomings of ChatGPT as a learning tool, but I believe the insights might be valuable 
to higher education stakeholders when they weigh on the pros and cons of using Chat-
GPT in the teaching and learning process. Although I started the project rather enthu-
siastically, after drafting this paper and reflecting on my experience, I am somewhat 
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sceptical and cautious about its use in education, at least the version I used (v3.5). Learn-
ing about the technical aspect also contributed to this scepticism, as before I understood 
what goes on in the background, I tended to perceive ChatGPT as a search engine, which 
it clearly is not.

Is it ‘safe’ to use ChatGPT?

Overall, ChatGPT provided me with enough content to form a general idea of its techni-
cal aspects. In a tutoring role, ChatGPT was respectful and encouraging, providing rel-
evant feedback and even motivating me. In this sense, it acted as a MKO who scaffolded 
my learning.

I was not hesitant to ask questions for clarification or better understanding, even if 
they were the same questions and repeated multiple times. I was not afraid that I might 
ask a ‘stupid question’ or say something ‘wrong’ and ChatGPT would ruin its positive 
impression of me. Similarly, I did not feel uncomfortable stating I did not understand 
something. Would I have interacted with a human tutor instead of ChatGPT, I could not 
say the same. As an introvert, I dislike exposing myself in front of others by stating my 
opinion or asking questions and I usually check my understanding by attending to the 
questions and answers of others. In this sense, my learning was probably more efficient 
than it would have been with a human tutor because I would not have felt as free to ask 
the same questions and would have been concerned with reputation management. That 
said, would I have felt comfortable in asking a hypothetical human tutor the same ques-
tions, the human tutor probably have been in a better position to more effectively and 
efficiently meet my learning needs compared to ChatGPT.

Learning with ChatGPT was effective for meeting my overall goal because I was 
engaged in active learning. Having a clear question that I wanted an answer to “How 
ChatGPT works, technically”, directed my inquiry (Spronken-Smith et  al., 2011) and I 
was continuously checking my understanding by summarising and devising analogies, 
both of which characterise active learning. Such a learning approach aligns with socio-
cultural theory, where the learner is slowly moved from the zone of current development 
to the zone of proximal development with the help of a more knowledgeable other.

Despite these positive aspects, some red flags deserve attention. First, the information 
ChatGPT provided was not always consistent or logical and, at times, was contradictory. 
Moreover, when presented with the exact same questions, it provided opposite answers 
suggesting that its answers cannot necessarily be reproduced or replicated consistently. 
Even more concerning, however, was that I could not always catch this inconsistency 
on the spot. Despite the inconsistent responses, I still managed to experience a feeling 
of knowing, which somewhat subsided once I started reviewing the conversation and 
realised that I had overestimated my knowledge and understanding. I think partly ‘guilty’ 
for my inattention to these inconsistencies was my tendency to assume that ChatGPT 
would tell me the ‘truth’. Before learning about its technical aspects, I tended to see it 
as an elaborate encyclopaedia or a search engine (also evident in my statement in the 
introduction of this paper, which I wrote prior to conducting the empirical work, that 
ChatGPT contains vast knowledge—it does not). This tendency to generate inconsist-
ent output adds to the concerns about ChatGPT raised by others. For example, some of 
the information it generates may be harmful (Oviedo-Trespalacios et al., 2023) or biased 
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(Hartmann et al, 2023). Thus, before rushing to use ChatGPT in the teaching and learn-
ing process, it might be worth first examining how students and educators perceive it 
and how they understand it, as our interaction with the world is determined not by how 
things are but by how we perceive them. Unlike other education tools, for this one, a cer-
tain degree of conceptual understanding of its technical aspects might be necessary for 
one to use it ‘safely’ (i.e., mindfully, with full awareness of how the output is generated 
and why it might be wrong).

Moreover, the inconsistency in answers suggests that ChatGPT 3.5 may not be suit-
able for beginning learners, who may lack previous knowledge and the skills necessary 
to interact with the technology mindfully, such as identifying inaccuracies. On the other 
hand, learners at a more ‘advanced’ stage, who already have prior knowledge and devel-
oped critical thinking skills may benefit more from interacting with ChatGPT as they 
can critically engage with the material.

The hypercorrection effect (Eich et al., 2013) also may play a role in the learning pro-
cess. In cases where ChatGPT provides wrong information that learners have high con-
fidence in, if a human tutor corrects this, the result will likely be updated understanding 
due to the hypercorrection effect. This highlights the need for oversight by human tutors 
when using ChatGPT as a learning tool. Such human–computer interaction can result in 
fast comprehension, which is then guided and refined by human experts.

Next, the tool is limited in the number of words it can generate per answer, which 
means that the responses could not be very elaborate, and even after repeated ques-
tioning it could not clarify some aspects of my understanding. While interacting with 
ChatGPT I felt that it is very effective for helping create a general picture but not very 
beneficial when it comes to the finer details, which was also confirmed by the expert 
assessment of my learning.

What I find especially intriguing is that even though ChatGPT provided contradic-
tory information, this did not interfere with my overall understanding. This suggests that 
during my knowledge construction process, all knowledge may have be ‘tagged’ as provi-
sional. As this provisional knowledge is subject to change and not yet incorporated in a 
stable cognitive scheme, the cognitive system could not have ‘picked’ on these inconsist-
encies because it would not have registered them as such. Alternatively, the contradic-
tory information may not have been important for gaining the overall idea and thus was 
ignored as such.

It is important to note that my interaction with ChatGPT as a learning tool was limited 
to about 7 h. Although I found interacting with it overall effective for creating a general 
idea about how ChatGPT works, and did not observe any negative consequences (such 
as decreased desire to interact with other humans or forming an unhealthy attachment 
to it) it is worth noting that I only interacted with it for a limited time, and for a single 
topic, and thus I am unable to speak about what the long-term effects of using ChatGPT 
as a learning tool might be. Some have raised concerns that society is already relying too 
much on technology and ChatGPT is continuing that trend. Further, there is the possi-
bility that interacting with ChatGPT in a more benign way (e.g., for learning) may serve 
in some cases as a ‘gateway’ to other ways of interacting with the bot, which may not be 
very healthy. For example, given its appearance as an empathetic entity, those who have 
lost a loved one may seek solace in the bot or those who are extremely shy may resort 
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to satisfying their interaction needs with the bot. Similarly, individuals may even rely 
on the bot to make a significant life decision, diminishing their agency and responsibil-
ity. That said, it is also likely, that as students become more skilled in using ChatGPT 
and giving it the proper prompts, their learning experiences will be even more fruitful 
and efficient. Future studies could examine the evolving nature of students’ experiences 
with ChatGPT as they learn to navigate its strengths and limitations. To that end, this 
autoethnographic study may serve as a starting point for understanding the potential 
and drawbacks of using ChatGPT as a learning aid.

Overall, one way to think of ChatGPT is as an interactive Wikipedia. It may be a help-
ful starting point, but it is only that—a starting point, a direction giver, with potentially 
unreliable information. I found it useful for obtaining basic, general knowledge but less 
valuable for more specific or advanced knowledge. That said, as a novice in the technical 
aspect of ChatGPT, I constructed my knowledge from scratch, but before I consulted the 
expert, I had no idea if the knowledge tower I built was firm enough or shaky.

Limitations and conclusions

Focusing on one instance, the very feature of autoethnographies, is a limitation of this 
study. Learning approaches and learning experiences, and the way students interact with 
technology vary along individuals, and in that sense, the insights I obtained may not be 
relevant to others. Furthermore, I was somewhat biased. I wanted my learning to suc-
ceed as I genuinely admire the technological achievement behind ChatGPT and see the 
positive potential similar technologies might have for humanity (while simultaneously 
being terrified that the current socio-economic structure is not conducive to that poten-
tial). Moreover, this learning instance was somewhat artificial as I deliberately kept the 
learning system closed (i.e. only ChatGPT and me and the few videos I watched prior 
to formally starting the research project, which could be considered as a ‘prior knowl-
edge’, i.e., knowledge that I had when I started using ChatGPT for learning). In a more 
authentic learning situation, a student may use ChatGPT as one of many available cul-
tural tools. I deemed it necessary to rely only on ChatGPT for learning so that I could 
assess its effectiveness as a tutor. Further, I used ChatGPT as a learning aid in one spe-
cific way (as a tutor), and lecturers may integrate it in other ways. However, despite these 
limitations, the research provided valuable insights about the potential application of 
ChatGPT as a learning tool, and some shortcomings of which education stakeholders 
should be aware.

To summarise, my conclusion is ‘proceed with caution’. The technology is both easy to 
use and useful, both of which predict technology acceptance (Davis, 1989), which means 
it is too convenient not to be adopted. ChatGPT is thus likely to take root in society, 
and the technology will likely be further developed. Therefore, it must be integrated into 
higher education so graduates can mindfully and critically use it. Stating otherwise or 
forbidding its use would appear hypocritical as academics, like many other professions, 
have already adopted it in their everyday work (e.g., Cotton et al., 2023). However, going 
forward with using ChatGPT as a learning tool, a caution is advised as we are still learn-
ing about its capabilities and limitations and how humans perceive and interact with 
these technologies. Currently, there are too many unknowns about the implications of 
integrating disruptive technologies such as ChatGPT in the workplace or the education 
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process. To this end, I would recommend any keen lecturers on using ChatGPT as a 
learning tool to undergo the learning experience themselves first so they clearly under-
stand the limitations. It would also be advisable to learn more about the technical 
aspects of ChatGPT and understand how it generates the answers it does and communi-
cate this understanding to their students. Given its interactive nature, it is also advisable 
to be mindful of our biases to perceive animacy where it is not present. I would also like 
to urge academics to document their interactions with ChatGPT more systematically, so 
we can have a better-informed debate about its opportunities and challenges. ChatGPT 
offers potential as a learning tool when used responsibly alongside human guidance, but 
it is essential to remain vigilant, critically engaged, and continuously assess its limita-
tions and implications in the fast-evolving educational technology landscape.

Appendix A
How ChatGPT 3.5 works? (Initial version, without the input of the expert)

ChatGPT (Generative—means it generates text; Pre-trained—meaning it was trained 
to generate text prior to its interaction with end-users; Transformer—meaning its abili-
ties are based on the Transformer neural network models, models first introduced in 
2017 in a paper called “Attention is all you need”) is very easy to use. For example, the 
user may enter the following text “Can you verify you are not a human” and may almost 
immediately see the following text being typed word by word: “Yes, I can verify that I am 
not a human. I am an artificial intelligence language model developed by OpenAI. My 
responses are generated through algorithms and language patterns learned from large 
amounts of data.”

How is ChatGPT able to do this?
Before the sentence is passed to ChatGPT for ‘processing’, it is pre-processed by algo-

rithms built into the model. This pre-processing means that all words are transformed 
into lowercase, words without meaning such as “a” in this case (but “the”, “so” “just” 
etc. in other cases) are removed and the sentence is ‘tokenised’ (i.e. turned into tokens). 
Tokens may be individual words (e.g. “you”) or punctuation marks (e.g. “.”), suffixes and 
prefixes or stem of the words. Each of these tokens is then converted into its mathemati-
cal representation, which is called ‘input embedding’. These input embeddings are mul-
tidimensional vectors that represent the meaning of the words. The dimensions of these 
vectors are set a-priori, which means that the programmers define them as a hyperpa-
rameter (i.e. they say there will be this many dimensions).

How do the input embeddings represent the meaning of words? To understand this, 
we need to refer to something called pre-training (or just training?). This pre-training 
happened prior to ChatGPT being available to the public. During this phase, the soft-
ware developers imputed into ChatGPT lots and lots of texts. However, to make things 
simple and understandable conceptually, let us pretend that they used only a couple of 
sentences such as these to train it and set the dimensions to 10. For the sake of argu-
ment, let us say that ChatGPT was pre-trained with the following text “Apples, pears and 
bananas are fruit", "Apples and balls are round", "Apples and very tasty to eat". “Bananas 
are yellow”, “Some balls are yellow”. In this case, the dimensions of the input embed-
dings for ‘apple’ might be representing what apple is (fruit) its shape (ball shaped) taste 
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(yummy), context (food), that it is a noun, that it usually comes as the first word etc. 
Similarly, for the word yellow a dimension may represent that it is a property of objects, 
an adjective etc., meaning that the dimensions are specific for different words. Of course, 
in reality ChatGPT has much more data on which to make these inferences and thus is 
able to extract much more information. Therefore these dimensions represent abstract 
features that the model has identified as important, and capture concepts such as “fruit”, 
“round” etc. Synonyms often have similar input embeddings because they tend to appear 
in similar contexts and have similar relationships with other words.

Before the input embeddings are passed to the encoder, information about the posi-
tion of each token (i.e. word) in the sentence is also added to them, a process called posi-
tional encoding. Once the input embeddings are passed to the encoder component of 
ChatGPT, some mathematical operations are applied to them simultaneously. This pro-
cess is called self-attention because the model pays attention to each input embedding in 
relation to the other input embeddings and that is how it manages to capture the rela-
tionship between the words. The result (i.e., output) of this process are vectors referred 
to as ‘hidden states’ because they are not observable outside of the model. The hidden 
states undergo several computational transformations while passing through different 
‘layers’ of the network and are then passed on to the decoder.

To understand how the decoder works, we need to pause here and look at how it was 
trained. For the training purposes, the researchers input both input and expected output. 
For example, they may input “What is a car” as an input and then ‘tell’ ChatGPT that this 
is the correct answer: “A car is a vehicle.” Then ChatGPT takes into account the hidden 
states generated in the encoder, as well as the expected output (e.g. “A car is a vehicle”) 
and based on that information, predicts what word it should generate first. Then, it also 
takes into account the generated word and calculates probabilities about what word it 
should generate next. The parameters in the model as set so that the difference between 
the generated and the expected output (e.g. A car is a vehicle) is minimised.

When the model is released to end -users, it no longer has ‘expected’ output, but gen-
erates its output based on the probability about what word should come next, and these 
probabilities are based on the information it has ‘learned’ during pre training about the 
patterns in language. In other words, given particular hidden states as an input, the 
model generates probabilities for appearing as the first word in the output for the entire 
word corpus it has been trained on. Then it selects the word with the highest probability 
(if more words have the same probability it randomly choses one). Once the first word 
is generated, the hidden states, along with the hidden state of this newly generated word 
are taken into account to generate the probabilities across the entire word corpus about 
the word that should come next. And this process is repeated until a special ‘end of 
sequence’ token is generated which informs ChatGPT that it is time to stop generating.

How do I know how well I meet my learning goal?

I asked ChatGPT 3.5 for a critique of my summary.
ChatGPT: Here is my critique of your explanation:

Overall, I think your explanation is a good overview of how ChatGPT works, but 
there are some parts where it could be clearer or more accurate.
Firstly, you mention that the pre-processing of the text involves removing words 



Page 14 of 17Stojanov  Int J Educ Technol High Educ           (2023) 20:35 

without meaning such as "a," but this is not entirely accurate. While some stop 
words (common words like "the," "and," etc.) may be removed during pre-processing, 
not all of them are, and it’s not just about words without meaning. The pre-pro-
cessing step involves a range of tasks such as tokenisation, stemming/lemmatisation, 
and removing punctuation and special characters.
Secondly, when discussing input embeddings, you say that each token is converted 
into a mathematical representation that "represents the meaning of the words." 
While it’s true that input embeddings capture some semantic meaning, they do not 
capture the entire meaning of a word, and there are many factors that go into the 
vector representation. Additionally, you say that the dimensions of the input embed-
dings are set a-priori, but this is not entirely true either. The dimensionality of the 
embeddings is a hyperparameter that can be adjusted during model training.
Thirdly, when explaining the self-attention mechanism, you say that the model "pays 
attention to each input embedding in relation to the other input embeddings." This 
is mostly accurate, but it might be helpful to clarify that the self-attention mecha-
nism allows the model to weigh the importance of each input embedding based on 
its relationships with the other embeddings in the sequence. This weighting allows 
the model to better capture long-range dependencies and context.
Finally, when discussing the decoder component of the model, you say that "based on 
that information [the encoder hidden states and the expected output], [ChatGPT] 
predicts what word it should generate next." While this is true, it’s worth noting that 
the model doesn’t just predict the next word based on the current state of the hidden 
units. It also generates a probability distribution over all possible next words, and 
then samples from that distribution to select the most likely next word. This is an 
important distinction because it allows for more diverse and varied responses from 
the model.

Appendix B
How ChatGPT 3.5 works? (Revised version, with input of the expert)

ChatGPT (Generative—means it generates text; Pre-trained—meaning it was trained 
to generate text prior to its interaction with end-users; Transformer—meaning its abili-
ties are based on the Transformer neural network models, models first introduced in 
2017 in a paper called “Attention is all you need”) is very easy to use. For example, the 
user may enter the following text “Can you verify you are not a human” and may almost 
immediately see the following text being typed word by word: “Yes, I can verify that I am 
not a human. I am an artificial intelligence language model developed by OpenAI. My 
responses are generated through algorithms and language patterns learned from large 
amounts of data.”

How is ChatGPT able to do this?
Before the sentence is passed to ChatGPT for ‘processing’, it is pre-processed by 

algorithms built into the model. This pre-processing means that the sentence is 
‘tokenised’ (i.e. turned into tokens). Tokens may be individual words (e.g. “you”) or 
punctuation marks (e.g. “.”), suffixes and prefixes or stem of the words. Each of these 
tokens is then converted into its mathematical representation, which is called ‘input 
embedding’. These input embeddings are multidimensional vectors that represent the 
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meaning of the words. The dimensions of these vectors are set a-priori, which means 
that the programmers define them as a hyperparameter (i.e. they say there will be this 
many dimensions).

How do the input embeddings represent the meaning of words? To understand this, 
we need to refer to something called pre-training (or just training?). This pre-train-
ing happened prior to ChatGPT being available to the public. During this phase, the 
software developers imputed into ChatGPT lots and lots of texts. However, to make 
things simple and understandable conceptually, let us pretend that they used only a 
couple of sentences such as these to train it and set the dimensions to 10. For the sake 
of argument, let us say that ChatGPT was pre-trained with the following text “Apples, 
pears and bananas are fruit", "Apples and balls are round", "Apples and very tasty to 
eat". “Bananas are yellow”, “Some balls are yellow”. In this case, the dimensions of the 
input embeddings for ‘apple’ might be representing what apple is (fruit) its shape (ball 
shaped) taste (yummy), context (food), that it is a noun, that it usually comes as the 
first word etc. Similarly, for the word yellow, a dimension may represent that it is a 
property of objects, an adjective etc., meaning that the dimensions are specific for dif-
ferent words. Of course, in reality, ChatGPT has much more data on which to make 
these inferences and thus is able to extract much more information. Therefore these 
dimensions represent abstract features that the model has identified as important, 
and capture concepts such as “fruit”, “round” etc. We can think of them as represent-
ing the semantic relationship between words as distances in this multidimensional 
space. Synonyms often have similar input embeddings because they tend to appear 
in similar contexts and have similar relationships with other words, thus, they end up 
being very close in this multidimensional space.

Once the input embeddings are passed to the encoder component of ChatGPT, 
some mathematical operations are applied to them simultaneously. This process is 
called self-attention because the model pays attention to each input embedding in 
relation to the other input embeddings and that is how it manages to capture the 
relationship between the words. The result (i.e., output) of this process are vectors 
referred to as ‘hidden states’ because they are not observable outside of the model. 
The hidden states undergo several computational transformations while passing 
through different ‘layers’ of the network. The first layer focuses on understanding how 
words in a sentence relate to each other. The second layer then takes the relationships 
between pairs of words identified in the first layer and looks for patterns in those rela-
tionships. The hidden states are then passed on to the decoder.

To understand how the decoder works, we need to pause here and look at how it 
was trained. During the training process, the programmers provide the model with 
a sequence of input text and then ask the model to predict the next word in the 
sequence based on what it has learned from the input text. For example they may 
input “A car is a _____.” Then ChatGPT takes into account the hidden states and based 
on them, calculates probabilities for each word appearing as the next word. Then the 
programmers tell it what the next word should actually be (e.g,. “vehicle”). Based on 
that information, the algorithm adjusts its parameters in such a way that the probabil-
ity for ‘vehicle’ being the next word is increased and for the other tokens decreased. 
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In other words, the parameters in the model as set so that the difference between the 
generated and the expected output (e.g. vehicle) is minimised.

When the model is released to end -users, it no longer has ‘expected’ output but gener-
ates its output based on the probability about what word should come next, and these 
probabilities are based on the information it has ‘learned’ during pre training about the 
patterns in language. In other words, given particular hidden states as input, the model 
generates probabilities for appearing as the first word in the output for the entire word 
corpus it has been trained on. Then it selects the word with the highest probability (if 
more words have the same probability, it randomly chooses one). Once the first word is 
generated, this process is repeated until a special ‘end of sequence’ token is generated, 
which informs ChatGPT that it is time to stop generating.
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