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Introduction
Nowadays, teachers are pushed to provide a better personalized educational experience 
based on learners’ needs. Some examples of such personalization are feedback on assess-
able activities, resources recommendation, and self-regulating guidelines (El-Sabagh, 
2021). However, these strategies are more effective when they are provided based on 
learners’ individual needs, such as at-risk situations that may appear. Although there are 
many possible at-risk situations, we can summarize them into two possible ones: at-risk 
of failing or dropping out of the course (Simpson et al., 1980).

Dropout is a challenging problem in Higher Education (HE), including face-to-face, 
blended and online settings (Grau-Valldosera & Minguillón, 2014; Stone & O’Shea, 2019; 
Yair et  al., 2020), since it seems an unsolvable problem. Many researchers have ana-
lyzed the problem (Greenland & Moore, 2022; Xavier & Meneses, 2020), and the factors 
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(Bağrıacık Yılmaz & Karataş, 2022; Greenland & Moore, 2022; Thalhammer et al., 2022; 
Tinto, 1975; Xavier & Meneses, 2022) to enlighten the reasons behind the problem, but 
learners are still dropping out.

The first problem is that there is no agreement on the dropout definition (Xavier & 
Meneses, 2020) and sometimes misinterpreted with related concepts (e.g., completion, 
retention, success, persistence, among others). Moreover, dropout has a temporal con-
ception ranging from a long-term perspective (leaving an academic program or univer-
sity) to a mid-term perspective (course dropout). The second problem is the vast list of 
factors that may influence dropout. According to (Lee & Choi, 2011) dropout factors can 
be classified into learner-related, course-related, and external factors. Learner-related 
focuses on prior knowledge (Park & Choi, 2009) and learners’ traits such as determina-
tion (Eriksson et al., 2017), self-efficacy (Hart, 2012), time pressure (Xavier & Meneses, 
2022), motivation (Douglas et  al., 2020) or self-regulation (de Barba et  al., 2020), but 
there is no consensus on how demographic characteristics affect dropout (Kizilcec et al., 
2016). Course-related factors involve, for instance, support deficit from teachers (Bakar 
et  al., 2020; Hone & el Said, 2016; Ross & McNealy, 2020) or unaccomplished course 
expectations (Darkenwald & Gavin, 1987). External factors are unexpected, such as fam-
ily and work commitments (Eriksson et al., 2017).

Course-related factors can be detected through interviews and learners’ opinion sur-
veys at the end of the course. It may require longitudinal analyses to seek better teaching 
strategies or learning resources. Learner-related factors are distinct for each learner but 
also detectable and the ones which can be impacted to avoid dropout issues. For exam-
ple, identification supported by learner’s profile analysis provides an initial approach to 
detecting prior-knowledge shortcomings (NeCamp et al., 2019). However, at-risk iden-
tification based on artificial intelligence (AI) techniques, including statistical models, 
educational data mining, and machine learning, has a major potential to identify other 
factors (Zawacki-Richter et al., 2019) such as failure or dropout.

This work focuses on dropout identification from a mid-term perspective within a 
specific course in an online HE setting. We define a dropout learner as "a learner who 
does not submit the ongoing assessable activity" because not submitting such activities 
is a high indicator of dropping out of a course (Rodríguez et al., 2019). Learner-related 
factors are assessed based on the learner’s profile, engagement, and performance within 
the course. In the case of potential dropout identification, an intervention mechanism is 
triggered to impact the learner’s traits, such as motivation and self-regulation.

The work presented in (Guerrero-Roldán et al., 2021) discussed an Early Warning Sys-
tem (EWS) combined with an intervention mechanism to revert course failure in at-risk 
situations. The system, denoted as Learning Intelligent System (LIS), provided the first 
step to support learners within a course by providing early identification of at-risk learn-
ers and sending personalized messages when needed as part of an intervention mech-
anism (Rodríguez et  al., 2022). A positive effect was shown on learners who used the 
system. However, the system lacked a procedure to early distinguish dropout learners 
who were identified too late, when the dropout was already materialized.

The contribution of this paper is twofold. First, the LIS system is enhanced by the 
early identification of course dropout learners. A dynamic time interval in days is pro-
posed for each assessable activity, and a daily prediction is performed for each learner. A 
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learner is identified as a potential dropout when she is predicted as a dropout during a 
consecutive number of days specified by the time interval. New dashboards are provided 
to teachers and learners to increase awareness about the potential dropout risk based on 
a new predictive model. Second, the intervention mechanism has been enhanced with a 
specific intervention when a learner’s likelihood of dropping out is signaled.

The paper is organized as follows. The next section provides the theoretical frame-
work for dropout identification and intervention mechanisms, as well as the background 
of the university educational model. The third section presents the methodological 
approach, the study procedure, the participants, the used data, and the instruments. The 
fourth section describes the obtained results and the main findings. Finally, the last sec-
tion provides conclusions, limitations, and future research lines.

Theoretical framework and background
Dropout identification and intervention mechanisms

Dropout identification in online settings has been extensively studied in Massive Open 
Online Course (MOOC) settings (Dalipi et al., 2018; Goel & Goyal, 2020; Moreno-Mar-
cos et al., 2019) due to the low retention. Models have high effectiveness in identifying 
dropout learners (Mubarak et al., 2020; Whitehill et al., 2017) since models are trained 
with unbalanced data where dropout distribution ranges between 70 and 90% on aver-
age. Some of these models have been used to develop analytical tools to help teachers to 
understand when dropout appears and which factors related to engagement and perfor-
mance impact its materialization (Boudjehem & Lafifi, 2021; Chen et al., 2017; Dourado 
et al., 2021; Itani et al., 2018; Tang et al., 2015). Analytical tools increase awareness but 
have a low influence on reverting the at-risk situations.

Not all dropout factors can be intervened. External factors such as family and work 
commitments or unexpected events may impact dropout and are unavoidable. How-
ever, course-related factors are associated with learners’ expectations and perceptions. 
Learners may feel unattended (Hart, 2012; Hone & el Said, 2016), impersonal supported 
(Henry, 2018), overwhelmed by perceived course difficulty (Greenland & Moore, 2022; 
Xenos et al., 2002) or without time management skills (Veletsianos et al., 2021). Those 
factors can be influenced by improving learner-related factors. Motivation (Borrella 
et al., 2019; Douglas et al., 2020), self-regulation (Stephen et al., 2020), and self-efficacy 
(Bandura, 1997) have been found as relevant factors to focus the interventions. Since 
learners’ factors are highly connected, improving motivation, self-regulation, and self-
efficacy increase persistence (Xavier & Meneses, 2022) which has been found as a per-
sonal trait that mitigates dropout. Persistence affected by self-determination to complete 
a specific goal (i.e., knowledge growth, career advancement, leisure) is a relevant factor 
to success (Broadbent & Poon, 2015).

Interventions seem to answer to the dropout problem (Xavier & Meneses, 2022). Dif-
ferent approaches have been explored in MOOC settings, and automated interventions 
have been sought due to the minimal available teaching support in such environments. 
Authors in (Borrella et  al., 2022) proposed an intervention based on adapting the dif-
ficulty of the assessable activities for learners who stopped submitting quizzes to impact 
motivation and self-efficacy. An automated system to propose additional resources was 
developed for a language programming course to promote self-efficacy (Teusner et al., 
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2018). However, effective communication with the teacher has been found as one of the 
best positive strategies for course retention (Hart, 2012). According to (Thaler & Sun-
stein, 2008), nudges are an effective way to influence individuals’ behavior and deci-
sions, and different intervention systems have been developed using such an approach. 
Authors in (Kurtz et al., 2022) proposed a nudging intervention system when a learner 
did not submit a quiz for helping to improve self-regulation and self-efficacy, and just-
in-time interventions were proposed in (Teusner et  al., 2018) focusing on motivating 
learners. Interventions do not always positively impact learners (Borrella et  al., 2019). 
However, the negative impact in this last study case was influenced by the interval when 
the intervention was sent (e.g., only one intervention on a mid-term exam) instead of the 
message content.

Consequently, timely interventions are crucial to impact potential dropout learners. 
Using the wrong interval may cause confusion and demoralization (Woodley & Simp-
son, 2013), negatively affecting dropout factors. For instance, authors in (Boudjehem & 
Lafifi, 2021) proposed message interventions when a particular learning objective was 
not accomplished in the middle of the course focusing on self-regulation. Fixed temporal 
intervals have also been proposed, such as week intervals (NeCamp et al., 2019) or a per-
centage of the course duration (Borrella et al., 2019), targeting both approaches to moti-
vate learners, mostly adjusted to the assessable activities’ duration in MOOC settings. 
However, all experiences considered the teachers’ experience to decide the best interval 
to perform the interventions.

The aim of the interventions is also relevant. Several types of feedback can be provided 
and are not mutually exclusive: cognitive, behavioral, outcome-oriented, and process-
oriented (Sedrakyan et al., 2020). Note that feedback may affect different factors. Cogni-
tive and outcome-oriented (e.g., How do I perform?) improve knowledge and, therefore, 
impact confidence and motivation. Behavioral and process-oriented (e.g., How can I do 
better?) target self-efficacy and self-regulation, and, in the end, persistence to continue 
the course. Cognitive, outcome and process-oriented feedback can only be given when 
an activity has been assessed. Some methodologies are based on such types of feed-
back (Kurtz et al., 2022; Teusner et al., 2018). However, the intervention arrives too late 
when the dropout is materialized. Early behavioral feedback combined with goal setting 
(Latham & Locke, 2007; Locke & Latham, 2002) or self-goal setting (Elliot & Fryer, 2008; 
Zimmerman, 1990) has been proved to be a dropout mitigation strategy by promoting 
motivation, self-efficacy, and self-regulation (Jivet et al., 2020).

Previous works mainly focused on MOOC environments. Although the intervention 
messages (and the attached content) can be widely applied in different settings, param-
eters such as the predictive model for early identification and the intervention interval 
are not fully applicable in online HE settings. Predictive models are affected mainly by 
the used data, and their behavior will differ depending on their applied settings. Inter-
val for interventions is also different. The duration of assessable activities in MOOC 
settings usually is a week, and interventions are adjusted to such period. However, in 
non-MOOC settings, the assessable activities duration is commonly variable, which 
may significantly affect when the intervention should be made. Authors in (Burgos et al., 
2018) simplified the problem by sending messages and performing telephone call inter-
ventions on 20%, 35%, and 50% of the course period. Another intervention approach was 
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tested in (Figueroa-Cañas & Sancho-Vinuesa, 2021) where a unique intervention was 
done at 25% of the course period based on messaging learners and extending the sub-
mission date of previous quizzes.

Our work improves previous approaches by training a predictive model specifically for 
each course and providing a Dynamic Temporal Window (denoted as DTWin) for each 
assessable activity. The DTWin is an interval of consecutive days. A learner is considered 
a dropout in the assessable activity when she is predicted as a dropout during a consecu-
tive number of days specified by the DTWin size. Moreover, the EWS recommends the 
optimal DTWin size for a course and assessable activity based on the predictive model. 
Thus, an intervention can be triggered for each assessable activity when a learner is con-
sidered a potential dropout before the submission date of the ongoing assessable activity. 
The EWS transforms the prediction into an explainable risk-level identification status 
for the teachers and learners in the dashboards. The intervention mechanism, fully cus-
tomizable by the teachers, can trigger a personalized message based on the teachers’ 
experience. Although the intervention mechanism provides templates for the messages, 
teachers are encouraged to enrich the messages with their knowledge and experience 
about the resources, exercises, and shortcoming goals the learner should complete to try 
to revert possible dropout at-risk situations targeting motivation, self-efficacy, and self-
regulation by behavioral feedback.

A fully online university

The Universitat Oberta de Catalunya (UOC) is a fully online university born in 1994. 
The educational model is centered on the learner focusing on the competencies to be 
acquired. The assessment process is based on a continuous assessment (CA) model 
combined with a summative assessment at the end of the semester. Therefore, the CA 
includes different Continuous Assessable Activities (CAA) during the semester and a 
final examination at the end of the course. The course final mark is computed based on 
a predefined formula where each CAA has a different weight depending on its signifi-
cance within the course. The grading system is based on qualitative scores on CAA. Each 
assessable activity is graded with the following scale: A (very high), B (high), C+ (suffi-
cient), C− (low), and D (very low), where a grade of C− and D means failing the CAA. 
In addition, another grade (N, non-submitted) is used when a student does not submit 
the CAA. A number between 0 and 10 scores the CA and the final mark, where a grade 
lower than five means failing the CA and the course, respectively.

Teachers and learners communicate through the VLE, which includes different com-
munication spaces to promote learning and social interactions. The teaching is per-
formed in online classrooms that include the learning materials, tools, CAA, and 
communication spaces (i.e., teacher’s blackboard, forum, and debate). A relevant remark 
about the VLE is that all learners’ traces within the VLE are stored within an institutional 
data mart (Minguillón et  al., 2018) including learners’ historical and current semester 
data anonymously. The system also stores learners’ online behavior in terms of submit-
ted CAA, performance, and clickstream (i.e., navigational data, accessed resources, and 
tools utilization), among others.

Learners mostly have a full-time job and familiar commitments, so they have some 
time constraints to overcome when enrolling in online courses. They pursue new studies 
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to expand knowledge related to a specific domain or improve their professional careers. 
Teachers design CAA and provide feedback to learners to reduce isolation and guide 
learners as much as possible across their learning path. The LIS system is currently 
being developed to improve learners’ awareness about their at-risk status, reinforce self-
efficacy and motivation by setting shortcoming goal settings and, eventually, enhance 
personalization. In this work, the baseline LIS system, with a course failure identifica-
tion mechanism (Baneres et al., 2020) combined with an intervention mechanism (Rod-
ríguez et al., 2022), has been improved with a new dropout risk-level identification and a 
dropout intervention mechanism. The contribution of this paper has been evaluated by 
answering the following research questions when testing the system on a specific first-
year HE course:

	RQ1.	How accurate is the dropout risk-level identification on the LIS system?
	RQ2.	Is dropout decreased when using the LIS system?
	RQ3.	Is there any relationship between dropout and failure risk-level identification mecha-

nisms?

Methodology
Research design and participants

The research methodology behind the development of the LIS system uses a mixed 
research design. An action research methodology (Oates, 2006) combined with a design 
and creation approach (Kuechler & Vaishnavi, 2012) has been used. The former is used 
because a product needs to be developed and tested in real-case learning scenarios. In 
this case, the product is a system that aims to solve a problem in teaching–learning envi-
ronments. The principles of an action research methodology are to focus on practical 
issues, an interactive plan-act-reflect cycle, collaboration with practitioners, and data 
generation methods to evaluate the product outcomes. The latter involves the creation 
of new Information Technology (IT) artifacts. The methodology is an iterative problem-
solving approach composed of five steps (Kuechler & Vaishnavi, 2012): awareness of the 
problem to be solved; suggestion of tentative ideas to solve it, development of an IT arti-
fact based on the suggested ideas, evaluation of the artifact whether it meets the expec-
tations, and conclusions about the results to gain knowledge.

This paper focuses on the second iteration of developing the dropout intervention 
mechanism integrated within the LIS system. In the first iteration, the dropout predic-
tive model was designed and compared with previous approaches proposed by other 
authors. The second iteration involves the integration of the model into the teaching–
learning process by designing an intervention mechanism for dropout at-risk learners. 
In this cycle, the dropout intervention mechanism has been tested in an online course of 
6 ECTS called Markets and behavior of the Faculty of Economics and Business.

Markets and behavior is an introductory course included in the specialty of micro-
economy and mandatory within the Faculty of Economics and Business. This course 
facilitates the comprehension of the characteristics and adjustment measures in the 
modern economy based on the interaction between supply (companies and their costs) 
and demand (consumers and their preferences). The assessment model comprises five 



Page 7 of 25Bañeres et al. Int J Educ Technol High Educ            (2023) 20:3 	

CAA combined with a Validation Test (VT) for learners who passed the CAA. The con-
dition to be eligible to perform the VT is to pass the CA with a score greater than five 
and submit four out of the five CAA. The final mark FM of the course is computed as 
FM = 70% CA + 30% VT. If the CA is not passed or the learner decides not to do the 
course through the CA, the learner can perform a final exam where FM is the mark of 
the exam. When performing the CAA, a learner receives individual feedback when she 
fails an activity or upon request. This course has been selected because it is a first-year 
mandatory course within different faculty degrees (i.e., BSc. in Economics, BSc. in Busi-
ness Management and Administration, BSc. in Tourism, and BSc. in Market Research 
and Marketing) with a large number of enrolled learners. The course also offers some 
flexibilization strategy (i.e., four out of the five CAA have to be submitted) that could 
mitigate even more dropout issues combined with the proposed mechanism. Finally, 
reducing dropouts in this course can also be advantageous at the degree level. However, 
this last assumption is out of the scope of this paper and requires a longitudinal analysis 
of cohorts after several semesters.

The research design is illustrated in Fig.  1. The dropout intervention mechanism 
has been tested on the Markets and behavior course during the 2021 Spring semester 
(i.e., from February to June 2021). Learners interested in participating signed a consent 
form to participate in the pilot because the institutional Research Ethical Committee 
requires an explicit acceptance to be included in any study, following the General Data 
Protection Regulation (GDPR, https://​gdpr-​info.​eu/). The consent form informs about 
the data the system collects and processes and its capabilities. After acceptance, learn-
ers will receive a daily prediction about the likelihood of dropping out (i.e., not submit-
ting the ongoing CAA) in a personalized dashboard. If a learner is identified early as at 

Fig. 1  Research design and participants

https://gdpr-info.eu/
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risk, the intervention mechanism will automatically provide the learner with meaningful 
information to help submit the ongoing CAA. Figure 1 shows the high participation of 
60.71% of the learners (i.e., 581 from 957). Note that the LIS system also incorporates 
a course failure identification mechanism, whose impact was analyzed in (Guerrero-
Roldán et al., 2021), and it is the baseline system used in the previous semester (i.e., 2020 
Fall semester). We gathered the learners’ performance results from the previous semes-
ter who consented to use the course failure identification mechanism. The participants’ 
conditions were the same, but learners only received information from the intervention 
mechanism to avoid course failure. There was also high participation of 69.16% (i.e., 
1036 from 1498). After finishing the course, the performance of the dropout risk-level 
identification mechanism is analyzed (i.e., the percentage of correct dropout identifica-
tions regarding the submission event) to answer the RQ1; the impact of the intervention 
mechanism is evaluated by comparing dropouts on participants versus learners who do 
not consent and learners from previous semester who only tested the failure identifica-
tion mechanism to answer RQ2; and the correlation between both risk-level identifica-
tion mechanisms to answer RQ3.

Study procedure and instruments

As previously described, this iteration involves integrating the predictive approach 
to detect potential dropout learners with the intervention mechanism within the LIS 
system.

The predictive approach involves a two-step method. In the first step, a predictive 
model denoted as PDAR (Profiled Dropout At Risk) is trained for each day of the course. 
Such a model takes into account learner’s profile information (i.e., number of enrolled 
courses in the current semester, number of repeated enrollments in the target course, 
whether she is a novice learner, and the grade point average of the academic report), 
performance data within the course (i.e., the score of the already assessed CAA, and 
whether previous CAA have been submitted), and daily clickstream data about the VLE 
utilization (i.e., access to the VLE, the classroom of the target course, the resources, and 
tools; and number of messages read in the forum and teacher’s blackboard). The model’s 
outcome is the likelihood of not submitting the ongoing CAA. Aforesaid, we defined the 
learner’s dropout risk as the risk of not submitting the ongoing CAA. Not submitting 
an activity in a CA model is evidence that the learner may drop out eventually from the 
course. The outcome is a binary variable: 1—not submitting, 0—submitting. However, 
such a model suffers a low accuracy in detecting non-dropout learners because learners 
typically do not access the VLE daily.

Therefore, DTWin is proposed for each CAA which improves the accuracy of identi-
fication by reducing the false positive cases (i.e., non-dropout learners incorrectly iden-
tified as dropouts). Recall that the DTWin is an interval of consecutive days defined 
for each CAA. A learner is considered a dropout in a CAA when she is predicted as a 
dropout by the PDAR model during a consecutive number of days larger than the speci-
fied DTWin size. Although teachers can manually define the DTWin size based on their 
preferences and experience, the LIS system can provide a recommended DTWin size 
based on an optimization procedure that maximizes the correct identification of drop-
out and non-dropout learners. The optimization process searches in the testing dataset 
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(i.e., learners of the previous semester) for each learner the largest interval of consec-
utive days that the learner is predicted by the PDAR model as a dropout and gathers 
whether she has not submitted the CAA. Then, the process identifies for each possible 
DTWin which learners have been predicted as dropouts by varying the window size 
from one day to the total number of days of the CAA. When the explored window size 
fits in the largest dropout interval for a learner (i.e., the largest interval of consecutive 
days predicted as a dropout is larger than the window size), the learner’s prediction is set 
to the likelihood of dropping out for such a window. Finally, TPR and TNR’s metrics can 
be computed from the predicted and actual dropout events for each window size. The 
best window size (i.e., the DTWIN size) is selected by maximizing the sum of the TPR 
(i.e., accuracy when detecting at-risk dropout learners) and TNR (i.e., accuracy when 
detecting non-at-risk ones).

Based on the PDAR predictive model, the LIS system computes a dropout prediction 
for each learner and day of the course. This information is transformed into a risk level 
based on different colors based on the decision tree shown in Fig. 2. This decision tree 
has been built based on experimentation on the failure identification system. The deci-
sion tree applies to all university courses and differentiates between certainly and pos-
sible predicted likelihood dropout events depending on the DTWin accuracy on the 
target course. Note that course personalization is achieved by the course’s correspond-
ing dropout model and the teacher’s intervention messages. The risk level is set to an 
intermediate risk level when the accuracy is low due to possible misprediction. Addi-
tionally, the decision tree considers the non-submission event of the previous CAA as a 
relevant event. Even though a learner has not submitted one CAA, she can still be active 
and receive interventions. However, when the learner does not submit more than one 
CAA, the learner has probably dropped out of the course, and no intervention is trig-
gered. From previous pilots, we observed that there is room for improvement when a 
learner does not submit one CAA but not when more than one (Rodríguez et al., 2022). 
The colors differ for learners and teachers. While learners only have a three-color risk 
level following a traffic light metaphor, teachers have more colors to know each learner’s 

Fig. 2  Decision tree for the dropout risk-level classification
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status better. The green color is given to low-risk learners and learners who do not reach 
30% of the DTWin size. After different experiments, we observed that most active learn-
ers tended to access VLE below such a limit. This decision tree has been built based 
on experimentation on the failure identification system. The decision tree applies to all 
university courses and differentiates between certainly and possible predicted likeli-
hood dropout events depending on the DTWin accuracy on the target course. Note that 
course personalization is achieved by the course’s corresponding dropout model and the 
teacher’s intervention messages. The risk level is set to an intermediate risk level when 
the accuracy is low due to possible misprediction. Additionally, the decision tree consid-
ers the non-submission event of the previous CAA as a relevant event. Even though a 
learner has not submitted one CAA, she can still be active and receive interventions. 
However, when the learner does not submit more than one CAA, the learner has proba-
bly dropped out of the course, and no intervention is triggered. From previous pilots, we 
observed that there is room for improvement when a learner does not submit one CAA 
but not when more than one (Rodríguez et al., 2022). The yellow color for learners repre-
sents a medium risk with different meanings. This color is set for learners transitioning 
to the DTWin size limit where not submitting some previous CAA is also considered 
(i.e., Y30%, YSNS, and YSNS2 levels). It is also assigned to activities with low-quality 
predictive models (i.e., where the accuracy of detecting at-risk learners—TPR and non-
at-risk learners—TNR are lower than a threshold of 70%). A low-quality model cannot 
guarantee the prediction’s correctness; therefore, high and low risks are set to medium. 
Finally, the red color represents a high-risk level when the DTWin size is reached, and 
the predictive model is a high-quality one (i.e., the TPR larger than 70%). Note that low-
quality models for detecting dropouts have an orange color for teachers to distinguish 
at-risk levels. Red color (and black for teachers) is also assigned to at-risk learners who 
did not submit previous CAA (i.e., represented in the decision nodes as not submitted—
NS and NS2).

This information is provided to teachers and learners in dashboards. Figure  3 illus-
trates the teacher’s dashboard where the two risk level mechanisms are provided: course 
failure and dropout. For each CAA, the risk level of course failure (Baneres et al., 2020) 

Fig. 3  Teacher’s dashboard during the CAA3
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is shown in a green-amber-red-black color distribution with the percentage of learners 
passing the course based on historical data. The number of learners in the historical data 
with a similar risk level, the predicted grade to have a medium or low risk of failing, and 
the grade finally obtained by the learner are also shown. The course failure risk level for 
the ongoing CAA is computed when the previous CAA is assessed. For example, we can 
observe in the figure that the risk level for the CAA3 has been computed. This infor-
mation is ready while the learners are performing the CAA3 and when the teacher has 
assessed the CAA2. Thus, the learner knows before submitting the CAA which grade 
must obtain to likely pass the course (i.e., medium- or low-risk level). This goal-setting 
information intends to motivate the learner to reach the minimum suggested grade.

The dropout risk level is based on the dropout classification tree shown in Fig. 2. A 
dropout risk level is provided for each day of the ongoing CAA showing an evolution 
through a sparkline chart. Each prediction has contextual help to inform the teacher 
about the detailed description of the risk. Figure  3 shows many of the risk levels. For 
instance, taking into account that the CAA1 has a low-quality model for Markets 
and behavior (i.e., TPR smaller than 70%), the YLowD risk level (i.e., orange color) is 
delivered to the second learner instead of the R high-risk level when the DTWin size 
is reached. Other CAA have a high-quality model that allows assigning the R high-risk 
level (i.e., red color) to the first and third learner in the CAA2. Those learners did not 
submit the CAA2. Therefore, we can observe that YSNS and NS risk levels (i.e., yellow 
and black colors, respectively) are assigned in the CAA3 in the current day. Note that 
when the learner submits the CAA, the sparkline shows the event with golden color, and 
the dropout risk level computation is deactivated for such learner until the next CAA.

A learner also receives information about her potential risk levels. Figure  4 illus-
trates the main part of the dashboard for the first learner of Fig. 3, where the risk-level 
semaphores for each risk level are shown together with information about personal 

Fig. 4  Learner’s dashboard during the CAA3
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progression and comparison with other course learners. Each piece of information also 
provides additional explanations to inform the learner about her status.

The dashboard also provides detailed information about risk-level identification. Fig-
ure 5 illustrates such part. The risk level for activities section summarizes the informa-
tion for the risk of course failure. In assessed CAA, the learner observes the risk level 
where her grade is, and for the ongoing CAA, the grades distribution for each risk level. 
The dropout risk is shown in the risk level of not submitting the current activity section. 
Here, the risk is drawn on an at-risk bar divided by as many points as the DTWin size 
has. The DTWin size and, therefore, the number of specific points in the bar are not 
specified to the learner to avoid technical details. The learner only observes the prox-
imity of the at-risk level marked by two triangles which, in fact, indicate the number 
of consecutive days the learner has been predicted as a dropout for the corresponding 
PDAR model of the CAA. In the example, the DTWin size of the CAA3 is four days, 
and the learner has been predicted as a dropout for three consecutive days. If the PDAR 
predicts her as a dropout on the following day, the DTWin size will be reached, and 
therefore, the learner will be considered a potential dropout, and the red color will be set 
in the dropout risk semaphore.

Finally, the system has a built-in intervention mechanism that only sends messages to 
learners on YLowD, R, and NS risk levels, as shown in Fig. 2. As previously discussed, 
such risk levels are the ones where the messages may have some impact on reverting the 
potential dropout issue. The messages are triggered automatically by the system when 
such risk levels are detected on behalf of the teacher. However, the content of the mes-
sages has been previously designed and written by the teachers because their expertise 
helps to enhance the goal-setting objectives of the messages. In order to increase per-
sonalization, there is a different message for each risk level and CAA.

Fig. 5  Detailed risk-level information for the learner’s dashboard during the CAA3
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The LIS system has been tested in the Markets and behavior course during the 
2021 Spring semester. The learners receive a daily prediction about their risk of 
not submitting the next CAA jointly with the prediction of passing the course after 
assessing each CAA. In case of being at risk, the intervention mechanism sends the 
corresponding message to the learner. This paper analyses the dropout risk-level 
identification and intervention mechanism by answering the research questions 
stated before.

Data analysis

We used data from different sources to answer the research questions that arose in 
this paper. First, records from the LIS system have been used to analyze the per-
formance of the DTWin approach (RQ1) and the relationship with the risk level of 
course failure (RQ3). Also, such data have been combined with anonymized data 
from the institutional data mart for analyzing the engagement of participants after 
receiving an intervention message (RQ1) and the dropout impact (RQ2).

The performance of the DTWin approach uses the following metrics:

where TP denotes the number of at-risk students correctly identified, TN the num-
ber of non-at-risk students correctly identified, FP the number of non-at-risk students 
not correctly identified, and FN the number of at-risk students not correctly iden-
tified. These four metrics are used for evaluating the global accuracy of the model 
(ACC), the accuracy when detecting at-risk learners (true positive rate—TPR), the 
accuracy when distinguishing non-at-risk learners (true negative rate—TNR), and a 
harmonic mean of the true positive value and the TPR that weights correct at-risk 
identification (F score—F1.5). The accuracy of the dropout risk-level identification is 
computed by checking the percentage of correct dropout identifications regarding the 
learners who finally have not performed the VT or final exam.

Statistical analysis has also been used to answer the research questions. Results 
have been computed with R language scripts embedded in the LIS system. Boschloo’s 
unconditional test has been performed to see the association between submitting the 
CAA and participating in the pilot represented as binary variables (RQ2). Note that 
no association would indicate that the submitting event is not conditioned by par-
ticipating in the pilot and, therefore, using the intervention mechanism. Moreover, 
a Chi-squared test is performed to check the independence between both risk-level 
identification mechanisms (RQ3). In the case of dependency, the Chi-squared test 
does not give enough evidence about the correlation among variables (i.e., risk levels 
identification mechanisms) with more than two levels. Therefore, the Cramer’s V test 
is used to measure the percentual correlation between both risk-level identification 
mechanisms.

TNR =
TN

TN + FP
ACC =

TP + TN

TP + FP + TN + FN

TPR =
TP

TP + FN
F1.5 =

1+ 1.5
2
TP

1+ 1.5
2
TP + 1.5

2
FN + FP
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Results
RQ1. How accurate is the dropout risk‑level identification on the LIS system?

Before analyzing the accuracy of the dropout risk-level identification mechanism, 
Table 1 summarizes the performance of the best DTWin size selection for each CAA. 
The model has been trained with data from the 2017 Fall to 2020 Spring semesters and 
validated with data from the 2020 Fall semester. The table shows the activity duration, 
the selected window for detecting potential dropout learners (Best DTWin), and the 
performance metrics for each CAA. The selected window is the recommended one for 
the LIS system and ranges from 25 to 33% of the CAA duration. Such intervals produce 
high-quality identification models, except for the CAA1 and CAA5 for detecting drop-
out learners (i.e., such models will trigger YLowD risk level instead of R regarding the 
decision tree of Fig. 2).

When analyzing the identification of dropout learners, the TPR has a considerable 
high value larger than 65% from the CAA1 and reaches a value larger than 85%, except 
in the last activity, CAA5. We can observe that it is easier to detect non-at-risk learners 
(i.e., TNR) since such learners tend to regularly access the online classroom and com-
munication spaces and pass CAA activities. However, we can see that, surprisingly, the 
performance model for the last CAA5 is worse than the others. The reason raised in 
(Guerrero-Roldán et  al., 2021) is due to the flexibilization strategy in the assessment 
model. Recall that learners can pass the CA by submitting four out of the five CAA. 
Thus, we can distinguish three types of learners in the last CAA5. First, outstanding 
learners submit all five activities to get the maximum score. Second, some learners have 
not submitted some previous CAA and submit the last one to be eligible to pass the 
course with the VT. Finally, some learners have submitted the four previous activities 
and decide not to submit the last one. The results show that it is difficult for a model to 
predict the behavior of the different types of learners.

Table  2 summarizes the model’s performance on the semester pilot on consented 
learners (i.e., 2021 Spring semester). The TNR metric behaves similarly to the validation 
test when detecting non-at-risk learners. However, the TPR performance has decreased 
significantly.

In order to get insights into the reason why the TPR performance of the DTWin 
approach is substantially low, Table 3 provides information about the average access 
time per day for each group of identified learners. The table summarizes the number 
of learners (n.) and the average access time to the online classroom. The average time 
is shown for the complete activity (during activity) for the detected learners as non-
at-risk (i.e., FN and TN groups). It is split into two average times (before and after) for 

Table 1  Performance of the best DTWin on the validation test

Number of learners (n = 1090)

Activity Activity 
duration

Best DTWin TN FN TP FP ACC​
(%)

TNR
(%)

TPR
(%)

F1.5
(%)

CAA1 24 6 671 60 122 237 72.75 73.90 67.03 51.59

CAA2 18 6 729 79 191 91 84.40 88.90 70.74 69.78

CAA3 14 4 831 34 207 18 95.22 97.87 85.89 87.68

CAA4 16 5 785 59 239 7 93.94 99.11 80.20 84.75

CAA5 15 4 289 289 405 107 63.67 72.97 58.36 63.47
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the detected at-risk learners (i.e., FP and TP groups). In the latter groups, the time is 
computed before and after the learner is identified as a potential dropout. The largest 
and smallest access time values are provided by the TN group (i.e., correctly identi-
fied as non-at-risk learners) and TP group (i.e., correctly identified as at-risk learn-
ers), respectively. The number of learners wrongly detected as non-at-risk (i.e., FN) is 
significantly low in all CAA except the last one. We can observe that they are active in 
the classroom, similarly to learners in the TN group. Therefore, the DTWin approach 
is unable to detect them. However, the FP group is the relevant one that negatively 
impacts the TPR metric’s performance because learners are detected as potential 
dropouts, but they finally submit the CAA. We can observe a relevant insight when 
comparing the access times before and after the at-risk alarm is triggered. Learners 
in the TP group have similar access times before and after the identification since the 
intervention mechanism does not impact their behavior. Conversely, FP learners have 
been impacted by the intervention mechanism, and their average time increases sig-
nificantly near the values of the active learners, except in the CAA5.

Table 2  Performance of the best DTWin on the semester pilot

Number of learners who consented (n = 581)

Activity TN FN TP FP ACC (%) TNR (%) TPR (%) F1.5 (%)

CAA1 378 15 16 172 67.81 68.73 51.61 20.17

CAA2 381 73 46 81 73.49 82.47 38.66 37.87

CAA3 459 34 64 24 90.02 95.03 65.31 67.42

CAA4 446 46 81 8 90.71 98.24 63.78 70.25

CAA5 177 217 139 48 54.39 78.67 39.04 45.72

Table 3  Average access to the online classroom during activity duration by type of identified 
learner

Average access is the average access time by learner and day

Activity Non-at-risk 
incorrectly 
identified
(FN)

Non-at-risk 
correctly 
identified (TN)

At-risk 
incorrectly 
identified (FP)

At-risk 
correctly 
identified (TP)

CAA1 n 15 378 n 172 16

Before 0.09 0.06

During activity 0.31 0.36 After 0.23 0.16

CAA2 n 73 381 n 81 46

Before 0.15 0.20

During activity 0.27 0.36 After 0.24 0.11

CAA3 n 34 459 n 24 64

Before 0.16 0.09

During activity 0.26 0.40 After 0.20 0.05

CAA4 n 46 446 n 8 81

Before 0.09 0.07

During activity 0.24 0.40 After 0.27 0.03

CAA5 n 217 177 n 48 139

Before 0.40 0.13

During activity 0.40 0.61 After 0.41 0.07
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Finally, Table 4 analyses the performance of the risk-level identification mechanism 
based on the decision tree provided in Fig. 2. The table summarizes the total number 
of learners (n.) identified for each risk level, the number of learners who submit the 
activity (SUB), and the percentage who submit compared to the total learners of the 
risk level (%SUB). Also, the percentages are highlighted in italic when the risk level has 
correctly identified more than 50% of the learners assigned to such risk level. Other-
wise, the percentages are highlighted in bold. As we can observe, the problem with the 
CAA5 due to the different types of learners is propagated to the identification mecha-
nism. When observing the risk levels, the G risk level correctly identifies non-at-risk 
students. The Y30% subsumes those learners that they are at 30% of the DTWin size. 
In this case, the performance is lower since some learners who finally have not submit-
ted the CAA decrease their engagement within the online classroom near the end of 
the CAA duration. However, the system does not have time to raise the dropout alarm 
(i.e., there are not enough days left to reach the DTWin size). We can also observe that 
some learners who have not submitted some previous CAA are still active (YSNS risk 
level). The performance is lower than Y30% risk level since not submitting a CAA is a 
demotivating event that impacts engagement to continue the course.

Concerning NS and NS2 risk levels mostly identify learners who finally decided to 
drop out of the course. Also, the mechanism does not identify any active learner after 
not submitting more than one CAA (i.e., YSNS2). Thus, NS2 learners are the materi-
alized dropouts, which justifies that an intervention message is unnecessary for this 
risk level. YLowD and R levels are activated depending on whether the DTWin’s TPR 
metric is lower or higher than the 70% threshold to consider a high-quality model. In 
these cases, wrong identifications are mostly in CAA1 and CAA2. Here, we can also 
see the insight observed in Table 3 by risk level. Learners that increase engagement 
after at-risk identification are clustered in YLowD and R levels. That is, learners with 
low engagement at the beginning of the CAA become more active after receiving the 
intervention message.

Table 4  Performance of the risk-level identification on semester pilot

Activity G Y30% YSNS YSNS2 YLowS YLowD R NS NS2

CAA1 n 135 258 0 0 0 188 0 0 0

SUB 131 247 0 0 0 172 0 0 0

%SUB 97.04 95.74 0 0 0 91.49 0 0 0

CAA2 n 361 92 1 0 0 0 94 33 0

SUB 315 65 1 0 0 0 70 11 0

%SUB 87.26 70.65 100 0 0 0 74.47 33.33 0

CAA3 n 478 2 13 0 0 0 4 61 23

SUB 449 2 8 0 0 0 1 23 0

%SUB 93.93 100 61.54 0 0 0 25.00 37.70 0

CAA4 n 475 3 14 0 0 0 1 19 69

SUB 437 2 7 0 0 0 1 6 1

%SUB 92.00 66.67 50.00 0 0 0 100 31.58 1.45

CAA5 n 296 89 9 0 0 20 0 73 94

SUB 161 8 8 0 0 3 0 45 0

%SUB 54.39 8.99 88.89 0 0 15.00 0 61.64 0
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RQ2. Is dropout decreased when using the LIS system?

We are interested in determining whether the intervention mechanism impacts the 
course dropout. In the previous section, we observed an engagement increment, but 
such increment is not enough evidence of dropout reduction. First, a statistical hypoth-
esis testing with Boschloo’s unconditional test is performed to see the association 
between submitting the CAA and participating in the pilot. Concretely, no association 
would imply that participating in the pilot and receiving information from the LIS sys-
tem has no impact on the submitting event. The two analyzed variables are participating 
in the pilot (i.e., signing the consent form) and submitting the CAA. The null hypoth-
esis is that not submitting the CAA is more significant in the learners who participated 
in the pilot. P-value results of the Boschloo’s test are summarized in Table 5. The null 
hypothesis can be rejected in all the CAA, even CAA5.

After the statistical testing, the dropout is analyzed for each CAA and at the end of 
the course in Table 6. The dropout is shown for the different groups: participating in the 
pilot (signed), not participating (not signed), and results of the previous semester (previ-
ous semester). The dropout rate for learners who signed is significantly lower than for 
the not signed group and the previous semester. Recall that learners from the previous 
semester are the ones who signed the consent and already obtained information about 
course failure. This may suggest that the intervention mechanism has impacted potential 
dropout learners’ decision to submit the CAA.

Note that we obviated to analyze performance on the final mark distribution because 
the result can be easily deduced from Table  6. Fewer dropout learners imply less low 
extreme values on the mark distribution (i.e., learners with a 0 final mark). Therefore, the 
median of the mark distribution will be better in the signed group.

RQ3. Is there any relationship between dropout and failure risk‑level identification 

mechanisms?

Finally, we explore the relationship between both risk-level identification mechanisms. 
Since the LIS system has two predictive models and provides an intervention mechanism 

Table 5  Boschloo’s unconditional test for each activity

CAA1 CAA2 CAA3 CAA4 CAA5

P-value 2.20e−16 3.31e−09 6.29e−09 2.77e−06 0.036

Table 6  Dropout by each group of participants

Signed (%) Not signed (%) Previous 
semester 
(%)

CAA1 5.34 24.20 16.94

CAA2 20.48 37.77 25.27

CAA3 16.87 32.98 22.43

CAA4 21.86 35.37 27.42

CAA5 61.27 67.02 63.76

End course 18.68 30.00 23.65

n 581 376 1036
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for each type of risk, we are interested in analyzing the similarity between both mecha-
nisms. Assigning similar risk levels would imply that the mechanisms are overlapping; 
therefore, the models predict the risk of course failure and dropout as the same outcome.

Here, we define similarity as learners obtaining the same risk levels in both models. Two 
statistical tests have analyzed the similarity, and the results are summarized in Table 7. First, 
a Chi-squared test is performed to check the independence between the two variables (i.e., 
risk-level identification mechanisms). In the case of dependency, the Chi-squared test does 
not give enough evidence about the meaningful correlation among variables. Therefore, the 
Cramer’s V test is done to measure the percentual association between both variables.

For the Chi-squared test, the null hypothesis is that there is no difference between both 
mechanisms. The hypothesis cannot be rejected in any CAA. Thus, there is some associa-
tion that is thoroughly analyzed by the Cramer’s V test. The association varies depending 
on the CAA. Complete results can be reviewed in Appendix A, where each CAA’s contin-
gency tables are shown. There is a low association in the CAA1 because there are fewer risk 
levels (i.e., NS and NS2 dropout risk cannot be still identified). However, the other CAA 
have a moderate association between 0.42 and 0.50. The similarity between mechanisms 
is produced in the similar low-risk levels (i.e., G, GLow, and Y30%) and the NS2 risk level 
that implies the dropout has been materialized. Learners identified on such levels produce 
similar results in both models. Low-risk learners are active learners who submit CAA and 
will likely pass the course. Learners in the NS2 level are the learners that drop out from the 
course, and the correlation increases through the course. The differences are actually in at-
risk levels of each intervention mechanism where the corresponding message can impact. 
Many of the learners identified as at-risk of dropping out (i.e., the R and YLowD levels) are 
finally submitting the CAA (i.e., they have a risk level different than NS in the risk level 
of failure). Learners who have not submitted a previous CAA and have been identified at 
risk of dropping out are also distributed among different risk levels of failure. This may 
be by the nature of the flexible assessment model (i.e., it is still possible to be eligible for 
the VT by submitting the remaining CAA) or by the guidance of the intervention mes-
sages. Also, we observe that learners identified as medium and at-risk levels of failure (i.e., 
YPassActivity, YNotPassLow, and Red) come from non-at-risk dropout levels. Thus, learn-
ers who submit the CAA but have difficulties obtaining the minimum grade predicted by 
the course failure model can be helped by the failure intervention mechanism. However, 
we can observe in Appendix A that they are still some learners not identified as potential 
dropout learners (i.e., G level) that finally have not submitted the CAA (i.e., NS risk level 
of failure). The dropout risk-level identification mechanism cannot detect them during the 
CAA (i.e., they are the non-at-risk incorrectly identified group in Table 2).

Table 7  Correlation analysis between course dropout and failure risk-level identification 
mechanisms

Cramer’s V levels: 0–0.25: Low, 0.26–0.50: Moderated, 0.51–1.00: High

CAA1 CAA2 CAA3 CAA4 CAA5

P-value
Chi-squared

0.99 0.99 1.00 1.00 0.99

Cramer’s V 0.25 0.48 0.42 0.42 0.50

Association Low Moderate Moderate Moderate Moderate



Page 19 of 25Bañeres et al. Int J Educ Technol High Educ            (2023) 20:3 	

Conclusions, limitations, and future research
The insights collected in the Results section allow us to answer the research ques-
tions. Concerning RQ1. How accurate is the dropout risk-level identification on the 
LIS system?, we have shown the accuracy of the DTWin approach on the validation 
test (Table  1) and within the semester pilot (Table  2). The DTWin approach success-
fully detects most non-at-risk learners. The combination of data from the learner’s pro-
file, performance, and clickstream contributes to knowing the learners’ situation at any 
moment. Profile information and performance allow assessing the learner’s cognitive 
level, and the clickstream helps to evaluate the learner’s engagement. Engagement can 
be considered a manifestation of motivation (Hew, 2015). The approach has some dif-
ficulties in the CAA1 because performance data (i.e., grades from previous CAA) are 
unavailable. Such data are relevant to identifying learners’ status (Mubarak et al., 2020). 
The DTWin size for the CAA5 also has a low accuracy due to the characteristics of the 
assessment model applied in the piloted course.

The performance detecting non-at-risk dropout learners is similar to the validation 
test. However, we observe a significantly lower accuracy in detecting dropout at-risk 
learners, which is also manifested in the performance of the at-risk identification mech-
anism (Table 4). This lower identification is caused by the efficacy of the combination 
of the identification and intervention mechanism to engage learners. As observed in 
Table 3, access time in the online classroom substantially increases for learners stated 
as "at-risk incorrectly identified (FP)." This effect can be merely by triggering the at-risk 
alarm. Learners are informed within the dashboards about the potential at-risk situation. 
However, learners who do not access the VLE are notified by the intervention mecha-
nism that activates them. Messages have been designed to increase motivation by setting 
a short-term goal. Learners are encouraged to submit the ongoing CAA by informing 
them of the potential negative consequences of non-submitting it. Giving learners rec-
ommendations about time management and a specific goal rather than telling them to 
do their best increases motivation (Locke & Latham, 2002), satisfaction (Henry, 2018), 
self-regulation (Veletsianos et al., 2021), and efficacy (Latham & Locke, 2007). Addition-
ally, teachers can provide supplementary learning materials and exercises when neces-
sary to help learners reach their goals. Such additional resources or exercises to acquire 
knowledge help learners self-regulate or set shorter self-goals. Goal-directed behavior 
promotes responsibility (Elliot & Fryer, 2008) and, in the end, also affects motivation 
(Zimmerman, 1990). Additionally, the dashboard design with predictive and descriptive 
information is underpinned by the Self-Regulated Learning theory that might support 
learners’ independent learning, self-efficacy, self-regulation, and awareness of their pro-
gress (Jivet et al., 2020).

Concerning RQ2. Is dropout decreased when using the LIS system?, the LIS system 
successfully impacts learners’ performance in reducing the dropout issues. The dropout 
in participating learners has decreased significantly in all CAA, with a relevant 12% dif-
ference between participants and not participants at the end of the course and a 5% dif-
ference compared with the previous semester with only the course failure mechanism. 
Thus, interventions increase retention throughout the course, as other authors pointed 
out (Borrella et al., 2019; Boudjehem & Lafifi, 2021; NeCamp et al., 2019; Xavier & Men-
eses, 2022). Learners not participating in the pilot receive only feedback after CAA 
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within the VLE when they fail or upon request. Learners may feel unmotivated consid-
ering a support deficit from the teacher (Hone & el Said, 2016). This may cause inse-
curity about passing the course or feeling overwhelmed about the following activities 
or competencies to acquire. The literature reports that isolation and poor feedback are 
reasons for not continuing to engage across the online course (Bakar et al., 2020; Ross & 
McNealy, 2020).

Finally, RQ3. Is there any relationship between dropout and failure risk-level identifi-
cation mechanisms?, we claim that it is crucial to discern between both risk-level iden-
tification mechanisms. Some works are not distinguishing between them (Boudjehem 
& Lafifi, 2021; Guerrero-Roldán et al., 2021), and the interventions may not be correctly 
aligned with the actual risk. Such approaches consider that the risk of course failure sub-
sumes dropout risk issues and constraints the early identification of dropout learners 
since the dropout may be already materialized when detected (Yair et al., 2020). Table 7 
and Appendix A show a moderate correlation between both identification mechanisms. 
The results are expected since low-risk (i.e., G, GLow, Y30% levels) and materialized NS2 
levels are similar for active learners and learners with difficulties. We also observed that 
the differences are actually in at-risk levels of each intervention mechanism where the 
corresponding message can impact. Thus, the timely intervention of the dropout mecha-
nism is essential to impact the potential dropout learners successfully. In contrast, the 
course failure mechanism is crucial to help active learners who have difficulties pass-
ing the course. The DTWin approach provides a dynamic interval period of variable 
size that allows an intervention for each CAA which improves the number of interven-
tions per course regarding previous approaches. The dynamic interval approach is sig-
nificantly different from other approaches with a limited intervention during the course 
(Borrella et  al., 2019; Burgos et  al., 2018; Figueroa-Cañas & Sancho-Vinuesa, 2021) or 
weekly intervals (NeCamp et al., 2019) that may cause misprediction learners’ risk sta-
tus. Note that sending messages to the wrong audience may create untrustworthiness 
about the system and demoralize learners (Woodley & Simpson, 2013).

This study has some limitations. First, there is a self-selection bias induced by the 
research design imposed by the Ethical Committee. The learners who consented to par-
ticipate tend to be active, engaged, and motivated to test innovative learning tools. Sec-
ond mortality bias on non-participating learners may significantly affect such group’s 
dropout performance. However, we can observe that despite such limitations, the inter-
ventions have positively impacted detected dropout learners mitigating the dropout at-
risk situations.

In future work, we will dig into learners’ and teachers’ opinions about the utilization 
of the system. It is relevant to know the motivation and beliefs for using the EWS and 
its perceived usefulness for achieving their learning goals. Also, we are interested in 
understanding the difference between the different risk levels and how this differentia-
tion may enlighten how messages must be constructed to address learners’ difficulties 
better. Finally, the system personalization highly depends on trained models and teach-
ers’ messages. Models predict failure and the likelihood of dropping out, but there is no 
information about the no acquisition of which skills, competences, or knowledge may 
produce such events. Therefore, we propose to explore more specific models trained 
by skills or competence assessment to know which ones are associated with each risk 
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event. Additionally, such models can be used to create more specific interventions to 
help learners achieve critical skills or competence to pass a course or avoid dropping out 
(Bartimote-Aufflick et al., 2016). Such enhancements can help to build a more personal-
ized system tailored to individual problems that learners may have.

Appendix A
Table  8 summarizes the contingency table between the course dropout and failure 
risk-level identification mechanisms. The row and columns represent the risk levels 
for course failure and for dropping out, respectively. The interrelation between risk 

Table 8  Contingency table between course dropout and failure risk-level identification mechanism

Risk of failure Risk of dropping out

CAA1 G Y30% YSNS YLowD NS NS2

G 26.60% 47.78% 0.00% 25.62% 0.00% 0.00%

GLow 14.89% 37.59% 0.00% 47.52% 0.00% 0.00%

YPassActivity 21.05% 31.58% 0.00% 47.37% 0.00% 0.00%

YNotPassLow 0.00% 60.00% 0.00% 40.00% 0.00% 0.00%

NS 20.00% 20.00% 0.00% 60.00% 0.00% 0.00%

CAA2 G Y30% YSNS R NS NS2

G 76.82% 14.09% 0.00% 9.09% 0.00% 0.00%

GLow 69.02% 14.67% 0.00% 16.30% 0.00% 0.00%

YPassActivity 33.33% 0.00% 11.11% 11.11% 44.44% 0.00%

Red 38.18% 14.55% 0.00% 36.36% 10.91% 0.00%

NS 45.56% 28.89% 0.00% 25.56% 0.00% 0.00%

NS2 0.00% 0.00% 0.00% 0.00% 100.00% 0.00%

CAA3 G Y30% YSNS R NS NS2

G 100.00% 0.00% 0.00% 0.00% 0.00% 0.00%

GLow 97.14% 2.86% 0.00% 0.00% 0.00% 0.00%

YPassActivity 56.58% 1.32% 10.53% 1.32% 30.26% 0.00%

Red 100.00% 0.00% 0.00% 0.00% 0.00% 0.00%

NS 92.59% 0.00% 0.00% 7.41% 0.00% 0.00%

NS2 5.71% 0.00% 7.14% 0.00% 54.29% 32.86%

CAA4 G Y30% YSNS R NS NS2

G 99.65% 0.35% 0.00% 0.00% 0.00% 0.00%

GLow 100.00% 0.00% 0.00% 0.00% 0.00% 0.00%

YPassActivity 76.19% 0.00% 14.29% 0.00% 9.52% 0.00%

Red 75.00% 4.17% 4.17% 4.17% 8.33% 4.17%

NS 95.45% 4.55% 0.00% 0.00% 0.00% 0.00%

NS2 5.38% 0.00% 7.53% 0.00% 13.98% 73.12%

CAA5 G Y30% YSNS YLowD NS NS2

G 73.55% 4.52% 3.23% 0.65% 18.06% 0.00%

GLow 61.42% 28.74% 0.39% 4.72% 4.72% 0.00%

YPassActivity 54.55% 0.00% 18.18% 9.09% 18.18% 0.00%

Red 64.29% 0.00% 0.00% 0.00% 35.71% 0.00%

NS 40.00% 36.00% 0.00% 24.00% 0.00% 0.00%

NS2 0.82% 0.00% 0.82% 0.00% 21.31% 77.05%
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levels is shown in distribution percentages for each risk of failure, i.e., the sum of 
the values for each row is 100%. The codes for the risk for failure are G for low risk, 
GLow for low risk and not passed CAA, YPassActivity for medium risk with the grade 
smaller than the prediction but activity passed, YNotPassLow for high risk but the 
accuracy of the predictive model (i.e., TPR) below 70%, Red for high risk and accuracy 
of the predictive model above 70%, and NS and NS2 not submitted one and more 
than one activity, respectively.
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