
Beyond learning with cold machine: 
interpersonal communication skills 
as anthropomorphic cue of AI instructor
Shunan Zhang1,2, Xiangying Zhao1,2, Dongyan Nan1,2 and Jang Hyun Kim1,2* 

Introduction
AI-based education is continuing to drive reform and innovation in educational settings. 
One novel approach involves the introduction of AI and robot instructors to provide 
high-quality, large-scale instruction to students (Chen et al., 2023; Edwards et al., 2016; 
Kim et al., 2020) in the classroom. AI instructors are being considered as AI affordances 
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that can gradually replace human instructors (Kim, Merrill Jr, et al., 2022) and improve 
educational accessibility (Li et al., 2016). As stated by Go and Sundar (2019), if robotic 
agents are to assume the roles that have been played by humans in the past, it is neces-
sary to make their interactions as human-like as possible.

In education-related research, much effort has been devoted to the anthropomor-
phism of AI instructors to improve the effectiveness of AI instructor–student inter-
actions. Specifically, voice cues (Edwards et al., 2019; Kim, Merrill Jr, et al., 2022) and 
identity cues (human identities and relationships) (Kim, Merrill Jr, et al., 2022; Kim et al., 
2021) are interventions that have proven to be useful in infusing human qualities into 
AI instructors. Drawing on the principles of social agency theory (Moreno et al., 2001), 
AI instructors can enhance their effectiveness by displaying a greater range of interac-
tive social cues. However, from the perspective of human–machine communication, the 
dialogue cues (i.e., mimicking human language and interpersonal communication skills) 
of AI instructors have rarely been studied. According to the relational teaching approach 
(Graham et al., 1992), teaching is a process that draws on effective interpersonal commu-
nication skills. Perhaps the most promising line of research related to pedagogical agents 
is improving their communication skills (Johnson & Lester, 2018). Therefore, we con-
sider interpersonal communication skills to improve the effectiveness of AI instructors.

Generally, research on instructional communication has focused primarily on the 
interpersonal communication practices of the instructors, such as self-disclosure (Cay-
anus, 2004; Saylag, 2013). Instructor self-disclosure has been documented to influence 
student learning outcomes positively (Cayanus et al., 2009; Mazer et al., 2009; Song et al., 
2016). As stated by Conaway et al. (2005), students need to perceive their instructor as a 
real instructor with feelings (e.g., establishing an emotional attachment to the instructor) 
rather than a cold computer that does nothing more than process and score their assign-
ments. In the context of AI instructor, driven by the computers are social actors (CASA) 
paradigm (Nass & Moon, 2000), we suspect that the self-disclosure of an AI instructor 
may be one technique that enables students to perceive the instructor’s personhood, 
even though it is a computer. However, owing to the uncanny valley effect (Mori, 1970), 
we are also concerned about whether self-disclosure by AI instructors can trigger more 
serious disgust or creepiness among students.

Despite the importance of instructor self-disclosure, presently, minimal attention has 
been paid to the importance of self-disclosure by AI instructors, particularly the effect 
of self-disclosure by AI instructors on students’ perception (emotional attachment) and 
learning experiences (learning interest and knowledge gain). In this study, we argue that 
the self-disclosure of AI instructors does not have a direct impact on the student learn-
ing outcomes but rather an indirect impact on the student learning outcomes through 
the emotional attachment of the students with the AI instructor. Moreover, when com-
paring AI and human instructors, significant differences were observed in terms of their 
credibility, learning outcomes, and social presence of the instructor (Edwards et  al., 
2016; Kim et al., 2022a, 2022b, 2022c). Therefore, we predict that the self-disclosure of 
AI and human instructors will lead to different emotional attachment, learning interests 
and knowledge gain.

This study has three objectives in this regard. First, we explored the role of self-dis-
closure by AI instructors in the emotional attachment and learning experiences of 
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students. Second, the mediating role of emotional attachment between AI instructors’ 
self-disclosure and students’ learning experiences was analyzed. Finally, the investigation 
compared student perceptions and learning experiences of AI and human instructors. 
By exploring these questions, this study aimed to expand the anthropomorphic cues of 
AI instructors to better improve their teaching effectiveness. Moreover, we aim to con-
tribute to the exploration of how interpersonal communication skills can facilitate AI 
instructor–student emotional attachment and interactions.

The reminder of this article is organized as follows. In Literature review section, we 
review the relevant definitions and literature and establish a foundation for our research. 
Section  3 details the 2 × 2 experimental design and describes the methodology and 
approach used in our study. Section 4 presents the results of the data analysis and the 
findings of the empirical research. Section 5 involves a comprehensive discussion of the 
results, in which we interpret the data and explore their implications. Finally, we sum-
marize the research findings and propose effective recommendations and strategies for 
the application of AI in education.

Literature review
AI instructors and anthropomorphism

AI instructors are machine instructors powered by AI technology (Kim et  al., 2020). 
AI instructors come in several forms, both embodied and disembodied. Embodied AI 
instructors are presented in a tangible form or physical form, for example, Little Sophia 
and DragonBot (Kim et al., 2021). In contrast, disembodied AI instructors lack a phys-
ical presence and can only be displayed on a screen. Presently, disembodied machine 
instructors are being employed in educational environments, such as Cognitive Tutor, 
Duolingo, and AI-driven SnatchBot (Kim et  al., 2021). In this study, the AI instructor 
was a virtual instructor on the screen without a physical presence.

Anthropomorphism has been widely conceptualized as the tendency to attribute 
human or human-like characteristics to non-human agents (Li & Suh, 2022). Previ-
ous studies have extensively explored the diverse anthropomorphic cues of AI instruc-
tors. For example, Edwards et al. (2019) and Kim, Merrill Jr, et al. (2022) explored the 
effects of various vocal characteristics on students’ learning outcomes. Kim, Merrill Jr, 
et  al. (2022) compared the difference between machine voices and human voices. The 
results showed that human voices enhanced the perceived credibility of the students 
towards the AI instructors. In addition to making AI instructors sound more human-
like, Edwards et al. (2019) provided an age-specific breakdown of their voice character-
istics. From the perspective of social identity theory (Tajfel, 1978), the results reveal the 
importance of age identity. The identification of age and voice positively influenced the 
learning experience of students. Moreover, Kim et al. (2021) focused on the communica-
tion styles of AI instructors. More positive learning outcomes were observed when the 
AI instructors were relational rather than functional.

Instructor self‑disclosure

Self-disclosure refers to the revealing of personal information to others (Cozby, 
1973). According to the social penetration theory (Altman & Taylor, 1973), self-
disclosure is regarded as a crucial first step in creating interpersonal relationships 
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(Song et al., 2016). Research has repeatedly supported the premise that sharing pri-
vate information with others promotes intimacy (Berg & Archer, 1983; Collins & 
Miller, 1994; Mou et al., 2023). In the field of human–computer interaction (HCI), 
the self-disclosure of computers (chatbots and robots) has always been a topic of 
interest for researchers. For example, chatbots and robots offering self-disclosure or 
empathy have been widely shown to alleviate psychological problems, such as stress, 
and provide people with emotional support (Lee et  al., 2020; Liu & Sundar, 2018; 
Meng & Dai, 2021).

In educational research, instructor self-disclosure is defined as the conscious and 
deliberate disclosure of personal information by instructors. The content of self-dis-
closure includes, but is not limited to, personal history and experiences, interests, 
opinions about the world or individuals, and evaluations and perceptions of ongo-
ing classroom events (Cayanus & Martin, 2008). Because textbooks often fall short 
of providing current and genuine examples, instructors can effectively illustrate and 
explain the content of their classes by sharing their backgrounds, experiences, and 
perspectives (Cayanus & Martin, 2008; Goldstein & Benassi, 1994). Instructor self-
disclosure is a rich personal source of communication between students and instruc-
tors in classroom (Fusani, 1994). Recently, considerable effort has been put into 
existing research to explore the role of self-disclosure by human instructors. Some 
studies have observed that instructor self-disclosure helps to reduce the psycho-
logical distance between instructors and students, thereby increasing the closeness 
of class participants (Downs et  al., 1988; Song et  al., 2019). Moreover, some stud-
ies have revealed that students’ learning experiences, for example, engagement (Jeb-
bour & Mouaid, 2019) and motivation (Goldstein & Benassi, 1994) are influenced by 
instructors’ level of self-disclosure.

In the current study, AI instructor self-disclosure was conceptualized as the pro-
active conveyance of information by the AI instructor to learners regarding its own 
characteristics and functionalities. This self-disclosure includes detailed information 
on the AI’s technical background, its developmental history, teaching methodologies 
and strategies, as well as comprehensive descriptions of how it interacts with learn-
ers and provides feedback. As AI instructors are a new technology for most students, 
we believe that self-disclosure by AI instructors may be an important instant behav-
ior. Despite the possible uncanny valley effect (Mori, 1970), previous meta-analyses 
(Blut et al., 2021; Roesler et al., 2021; Schneider et al., 2019) have consistently shown 
a positive effect of anthropomorphism. Therefore, based on prior studies and the 
CASA paradigm (Nass & Moon, 2000), this study hypothesizes that self-disclosure 
by AI instructors leads to more positive students’ perception and learning outcomes. 
Accordingly, we formulated the following research hypotheses:

H1: Compared to non-self-disclosure, self-disclosure by AI instructors increases 
emotional attachment of students.
H2: Compared to non-self-disclosure, self-disclosure by AI instructors increases 
student learning interest.
H3: Compared to non-self-disclosure, self-disclosure by AI instructors increases 
knowledge gain of students.
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Mediating role of emotional attachment

Emotional attachment (emotional bond) is based on emotional empathy, understand-
ing, and emotional responsiveness and can facilitate emotional closeness and connec-
tion between individuals (Loureiro et al., 2012). Scholars commonly perceive emotional 
attachment as an inherent human requirement that develops instinctively and without 
conscious effort (You & Robert, 2018). Emotional bonds can form between humans and 
various entities, encompassing brands, products, and even work endeavors (Ahmadi & 
Ataei, 2024; Mamun et al., 2023; Na et al., 2023). In the field of HCI, when a machine, 
such as a computer, is the initiator of an interaction, individuals instinctively employ 
preconceived notions associated with computers, such as being mechanical, impartial, 
lacking emotions, and distant. This subsequently affects the results of the interaction. 
Therefore, the importance of emotional attachment has been widely emphasized in both 
humans and machines (Laestadius et al., 2022; Zhang & Rau, 2023).

Prior research has consistently reported on the importance of self-disclosure for affec-
tive bonding (Davidson, 2011; Ladany et al., 2001; Myers, 1998) because self-disclosure 
is closely related to trust, liking, and intimacy (Reis, 2007). In accordance with attach-
ment theory (Bretherton, 1985), emotional attachment is recognized as a key element 
in creating a deep connections and empathy between teachers and students (Frymier & 
Houser, 2000). Extensive pedagogical research has demonstrated that emotional attach-
ment between teachers and students as a predictor or inducer has a positive impact on 
learning outcomes (Hagenauer & Volet, 2014; Song et al., 2016; Zhang, Che, Nan, & Kim, 
2023). However, emotional attachment may play a more dynamic role beyond being a 
predictor or outcome variable. As mentioned earlier, the current study predicted that 
self-disclosure by AI instructors would increase students’ emotional attachment, inter-
est in learning, and knowledge acquisition (H1-3). This section further proposes that 
emotional attachment mediates this association. Moreover, according to the emotional 
response theory (Richmond et al., 2015), the way instructors communicate verbally and 
nonverbally can affect how learners behave by influencing their emotional reactions 
(Wang et al., 2023).

Although limited, the mediating role of emotional attachment has been tested in HCI 
studies (Kim et al., 2022a, 2022b, 2022c; Na et al., 2023). Therefore, in the context of AI 
instructors, based on evidence from empirical studies, we predict that emotional attach-
ment plays the role of a mediating variable.

H4: The relationship between AI instructor self-disclosure or non-self-disclosure and 
students’ learning interest is mediated by the instructor–student emotional attach-
ment.
H5: The relationship between AI instructor self-disclosure or non-self-disclosure and 
students’ knowledge gain is mediated by the instructor–student emotional attach-
ment.

AI instructors versus human instructors

Based on a review of the existing literature on the positive impact of human teacher 
self-disclosure, we initially explored the potential impact of AI teacher self-disclosure 
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on students’ affective attachment, interest in learning, and knowledge gain by for-
mulating a series of hypotheses, as well as the possible mediating role of affective 
attachment. However, while the CASA paradigm operates under the assumption that 
individuals react to computers in a manner akin to interacting with humans (Nass 
& Moon, 2000), it does not suggest a universal acceptance of computers as genuine 
individuals. Previous studies have indicated that individuals exhibit varying attitudes 
or reactions when it comes to computers and humans within the education domain 
(Edwards et al., 2016; Meng & Dai, 2021).

Therefore, to further enhance the depth and breadth of our study, we introduced 
supplementary research hypotheses aimed at exploring the comparative effects of 
self-disclosure between AI and human instructors. Specifically, the following research 
questions are proposed:

H6: In the context of instructor’s self-disclosure, students taught by AI instructors 
will exhibit a different level of emotional attachment towards their instructors com-
pared to students taught by human instructors.
H7: In the context of instructor’s self-disclosure, there will be differences in learning 
interest and knowledge gain between students taught by AI instructors and those 
taught by human instructors.

Theoretical model

The research model used in this study is shown in Fig. 1.

Methodology
Overall method

This study featured a between-subjects factorial design: 2 (AI instructor vs. human 
instructor) × 2 (instructor self-disclosure: yes vs. no). Participants were randomly 
assigned to one of the experimental conditions. The Institutional Review Board of the 
university has approved the project.

Fig. 1 Theoretical model
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Participants

The participants in this study were undergraduate students from the same depart-
ment at a northern university in China. A total of 211 students participated in this 
study. Participants who completed the experiment were rewarded with a supermarket 
voucher worth 30 RMB (US$4). Participant information is listed in Table 1.

Instruments

We pre-recorded four sets of instructional videos related to machine learning taught 
by self-disclosing AI instructors, non-self-disclosing AI instructors, self-disclosing 
human instructors, and non-self-disclosing human instructors. The class taught by 
the AI instructor was developed using an existing virtual human development tool 
(https:// zenvi deo. qq. com/).

All teaching content was provided by a university professor to ensure that the les-
son plans and teaching videos were scientifically sound and feasible. The contents 
of these four sets of instructional videos were identical, with only two differences: 
the subject of instruction (AI vs. human) and the language used (self-disclosure vs. 
non-self-disclosure).

Procedure

This experiment was an online experiment conducted via Tencent Meeting. Par-
ticipants were asked to stay in a quiet room to participate in the experiment. First, 
after obtaining informed consent, the participants were randomly assigned to differ-
ent experimental groups: Group 1(N = 52): AI instructor with self-disclosure; Group 
2 (N = 53): AI instructor without self-disclosure; Group 3(N = 53): human instructor 
with self-disclosure; and Group 4(N = 53): human instructor without self-disclosure. 
Subsequently, they were asked to join different rooms and turn on cameras through-
out the meeting. Before starting the experiment, the participants completed a pre-
test designed to test their basic knowledge of machine learning. After completing the 
pre-test, the students were asked to participate in an online class taught by either a 
human instructor or an AI instructor. At the end of the class, participants took a brief 
exam to test their learning outcomes, followed by the completion of a questionnaire. 
The participants were allowed to turn off the camera and exit the room only after all 
the experimental processes were completed. Each set of experiments lasted for one 
and a half hours. The flow of the experiment is depicted in Fig. 2.

Table 1 Demographic information of the participants

Frequency Percentage

Gender Male 168 80%

Female 43 20%

Age  < 18 5 2%

18–24 198 93%

 > 25 8 4%

https://zenvideo.qq.com/
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Measurements

In this study, objective, and subjective methods (i.e., quizzes and questionnaires) were 
used to detect the learning outcomes, perception and learning experiences of the 
students.

Questionnaire

A well-designed questionnaire was used to measure the students’ emotional attach-
ment and interest in learning. All the questions in the survey were cited and modified 
from existing studies (Nan et  al., 2022). These questions were all measured using a 
5-point Likert scale (Joshi et al., 2015).

To measure the emotional attachment of students to the instructors, six items (e.g., 
“I have emotional resonance with the instructor”) modified from Jiménez and Voss. 
(2014) were employed. To measure student learning interest, five items modified from 
Fryer et al. (2019) were used (e.g., “I really enjoyed the instructor’s course” and “I am 
very interested in the content shared by the instructor”).

Quiz

To assess the subjects’ prior knowledge and knowledge acquisition after learning, 
our research team and two university professors carefully designed the pre-tests and 
post-tests based on the course content. In designing the quizzes, we used isomorphic 
items to ensure the validity of our assessments and to avoid measuring reactivity. The 
questions in the pre- and post-tests were equivalent in terms of content, difficulty, 
and cognitive demands, but differed in their presentation. Specifically, the questions 
were designed such that each pre-test question had an equivalent post-test question.

For example, one question in the pre-test was what is one of the goals of machine 
learning? The options presented for this question were diverse, ranging from the 
automatic extraction of patterns from data to make predictions, the manufacturing of 
robots capable of sensing emotions, the facilitation of creating artworks by machines, 
to the full mimicry of the human brain’s functioning. In the post-test, the corre-
sponding question asked which one is the goal of machine learning. The options were 
revised to include improving computer program performance through algorithms, 

Fig. 2 Procedure of the experiment
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envisioning artificial intelligence to replace all human jobs, creating systems that 
operate without input, and developing autonomous weapon systems. In total, the pre-
test and post-test each contained ten single-choice questions.

Data analysis

In this study, SPSS version 29 was used for data analysis. After the descriptive analyses, 
we performed a t-test and ANOVA test on the four groups. Finally, we used the model 
4 of PROCESS (Hayes, 2012) to explore the indirect association between instructor self-
disclosure and learning outcomes through emotional attachment. Further, 95% bias-
corrected bootstrap confidence intervals (CIs) based on 5000 bootstrap resamples were 
used to examine the importance of the conditional indirect effects.

Results
Reliability and validity examinations

We calculated Cronbach’s α coefficient, factor loadings, average variance extracted 
(AVE), and composite reliability (CR). The recommended thresholds for Cronbach’s 
alpha, factor loadings, AVE, and CR are 0.70, 0.60, 0.50, and 0.70, respectively (Fornell & 
Larcker, 1981). As shown in Table 2, all values met the recommended levels.

Furthermore, following the suggestions of previous research (Fornell & Larcker, 1981), 
we confirmed that the square root of each AVE value was greater than the correlation 
coefficients (as shown in Table 3). Therefore, the questionnaire passed the validity test.

Table 2 Reliability and validity examinations for the questionnaire

EA Emotional attachment, LI Learning interest

Factors Items Cronbach’s 
alpha

Factor loading Average 
variance 
extracted

Composite 
reliability

Emotional attachment I feel emotionally con-
nected to the instructor

0.89 0.75 0.581 0.892

I bonded with the instruc-
tor

0.693

I am attached to the 
instructor

0.72

I have some feelings for 
the instructor

0.808

I have emotional reso-
nance with the instructor

0.842

This instructor is special 
to me

0.749

Learning interest I really enjoyed the 
instructor’s course

0.90 0.643 0.661 0.906

I am very interested in 
the content shared by the 
instructor

0.749

The course captured my 
attention

0.838

The course sparked my 
curiosity

0.916

I look forward to learning 
new things about this 
course

0.888
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Pre‑test and post‑test of knowledge gain

Before testing the hypotheses and research questions, we analyzed the results of the pre- 
and post-tests to ensure that the four groups were comparable. First, we compared the 
mean scores of the four groups on the pre-test. As listed in Table 4, the mean scores of 
the four groups were 2.58, 2.57, 2.6, and 2.56. The differences between the groups were 
not statistically significant (F = 0.02, p = 0.996).

Subsequently, we compared the differences between the pre- and post-tests. As listed 
in Table 5, the results show that the differences between the pre-test and post-test of all 
four groups were significant (p = 0.000); therefore, we concluded that all groups of stu-
dents gained knowledge in our experiment.

Differences between AI instructor self‑disclosure and non‑self‑disclosure

To test H1 to H3, which examined whether students have a better learning experi-
ence when AI instructors self-disclose, we compared the values in Group 1 and Group 
2. As shown in Fig.  3, compared to non-self-disclosure, self-disclosure by AI instruc-
tor resulted in higher emotional attachment (Mean = 3.61, SD = 0.37, and p = 0.000), 
learning interest (Mean = 4.15, SD = 0.61, and p = 0.000), and knowledge acquisition 
(Mean = 7.08, SD = 0.71, and p = 0.03). Hence, H1 to H3 are supported.

Mediating role of emotional attachment

We analyzed the mediating effects of emotional attachment. For the mediation analyses, 
the subgroups (AI instructor self-disclosure vs. AI instructor non-self-disclosure) were 
set as the independent variables. We used codes 1 (AI instructor self-disclosure) and 2 

Table 3 Discriminant validity

Emotional attachment Learning interest

Emotional attachment 0.762

Learning interest 0.669 0.813

Table 4 Between-group comparisons of pre-tests

PRE = Pre-test; 1 = Group 1; 2 = Group 2; 3 = Group 3; 4 = Group 4

Mean SD Sum of Squares df F Sig

PRE1 2.56 0.57 Between Groups 0.03 3 0.02 0.996

PRE2 2.57 0.69 Within Groups 105.58 207

PRE3 2.58 0.80 Total 105.61 210

PRE4 2.58 0.77

Table 5 Comparison of pre- and post-tests

PRE = pre-test; POST = post-test; 1 = Group 1; 2 = Group 2; 3 = Group 3; 4 = Group 4

Mean SD SE t df Sig. (2‑tailed)

PRE1—POST1 -4.52 0.73 0.1 -44.81 51 0.000

PRE2—POST2 -4.23 0.85 0.12 -36.34 52 0.000

PRE3—POST3 -4.42 1.03 0.14 -31.29 52 0.000

PRE4—POST4 -4.19 0.92 0.13 -33.11 52 0.000
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(AI instructor non-self-disclosure) for the groups as the defined values for the independ-
ent variables. The results are shown in Fig. 4 and Table 6.

Self-disclosure or non-disclosure by the AI instructor directly affects students’ learn-
ing interest (b = -0.38, SE = 0.15, and 95% CI [-0.67, -0.08]). Moreover, the indirect 
relationship between AI instructor self-disclosure or non-self-disclosure and learning 
interest through emotional attachment is also significant (b = -0.45, SE = 0.10, and 95% 

Fig. 3 Self-disclosure vs. non-self-disclosure by AI instructor.  (Note: EA = emotional attachment; LI = learning 
interest; KG = knowledge gain; *** =  p  < 0.001; ** =  p  < 0.05)

Fig. 4 Emotional attachment mediates the influence of AI self-disclosure on student learning.  (Note: *  
P  < 0.05, **  P  < 0.01, ***  P  < 0.001, n.s. = not significant)
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CI [-0.64, -0.23]). Therefore, we conclude that emotional attachment mediates the rela-
tionship between an AI instructor’s self-disclosure and students’ learning interest.

In regards to knowledge gained, a suppression effect was observed (MacKinnon et al., 
2000). The mediating role of emotional attachment was excessively influential, result-
ing in a non-significant direct effect between grouping and knowledge acquisition. Self-
disclosure or non-disclosure by the AI instructor does not directly affect the knowledge 
acquisition of students (b = -0.28, SE = 0.13, and 95% CI [-0.54, 0.03]), but indirectly 
affects the knowledge acquisition of the students through the effect on the emotional 
attachment (b = -0.58, SE = 0.16, and 95% CI [-0.19, -0.29]). In the case of the suppres-
sion effect, we further calculated the effect size, that is, the effect size of the indirect 
effect on the direct effect: |ab/c’| =|-1.55*0.56/0.44|= 1.97. Therefore, we conclude that 
emotional attachment mediates the relationship between an AI instructor’s self-disclo-
sure and student knowledge acquisition.

Our findings suggest that the mediating role of emotional attachment is significant for 
both learning interest (affective learning) and knowledge acquisition (behavioral learn-
ing). AI instructor self-disclosure triggers a higher level of emotional attachment than 
non-self-disclosure, which improves students’ learning outcomes. Therefore, H4 and H5 
are supported.

Comparison of differences between AI and human instructors

To test H6 and H7, we compared the values of the human instructor and AI instruc-
tor groups, and the results are shown in Fig. 5. All four groups differed significantly in 
terms of emotional attachment (F = 49.932 and p < 0.001), learning interest (F = 65.583 
and p < 0.001), and knowledge acquisition (F = 2.965 and p = 0.033).

Further analysis was conducted to explore the specific differences in emotional attach-
ment, learning interest, and knowledge gain between the groups. The results are shown 
in Fig.  6–8. Figure  6 compares the emotional attachments of students and instructors 
in the different groups. Students had higher emotional attachment values for self-dis-
closing human instructors (Mean = 3.67, SD = 0.62) than for self-disclosing AI instruc-
tors (Mean = 3.61, SD = 0.37). However, this difference was not statistically significant 
(p = 0.456).

Figure  7 compares the learning interests of different groups. Compared to the self-
disclosure human instructor, students had a higher level of learning interest with self-
disclosure AI instructors (Mean = 4.15, SD = 0.61). The difference was statistically 
significant (p < 0.001).

Table 6 Analysis of direct and indirect effects

* P < 0.05, ** P < 0.01, *** P < 0.001

β SE t LLCI ULCI

Learning interest Total effect -0.82 0.10 -8.34*** -1.02 -0.63

Direct effect -0.38 0.15 -2.55** -0.67 -0.08

Indirect effects -0.45 0.10 -0.64 -0.23

Knowledge gain Total effect -0.28 0.13 -2.22*** -0.54 -0.03

Direct effect 0.29 0.19 1.54 -0.08 0.67

Indirect effects -0.58 0.16 -0.91 -0.29
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Figure 8 compares the students’ knowledge gain in the different groups. The high-
est value of knowledge gain was for the self-disclosing AI instructor (Mean = 7.08 
and SD = 0.71), followed closely by the self-disclosing human instructor (Mean = 7.00 
and SD = 0.65). No significant differences were observed between the AI and human 
instructors (p = 0.536).

Our findings suggest that in the case of self-disclosure, although there were differ-
ences in emotional attachments to self-disclosure between AI and human instructors, 
such differences were insignificant. Furthermore, in response to differences in teach-
ing effectiveness, only a statistical difference was found between learning interest.

Fig. 5 Comparison between the four groups.  (Note: EA = emotional attachment; LI = learning interest; 
KG = knowledge gain; *** =  p  < 0.001; ** =  p  < 0.05, n.s. = not significant)

Fig. 6 Comparison of emotional attachment between different groups (*** = p < 0.001; ** = p < 0.05, 
n.s. = not significant)
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Discussion
This study explored the role of self-disclosure by AI instructors. Additionally, the medi-
ating role of the emotional attachment between AI instructors and students’ learning 
experiences was explored. Finally, the differences in emotional attachment, learning 
interest and knowledge gain between AI and human instructors were explored. This 
study is one of the first to explore and confirm the important role of self-disclosure by 
AI instructors. The findings of this study revealed that, similar to a human instructor, AI 
instructor self-disclosure also had a positive impact on the emotional attachment, learn-
ing interest, and knowledge gain of students. Moreover, emotional attachment played 
a mediating role in the relationship between AI self-disclosure (yes/no) and student 

Fig. 7 Comparison of learning interest between different groups (*** = p < 0.001; ** = p < 0.05, n.s. = not 
significant)

Fig. 8 Comparison of knowledge gained between different groups (*** = p < 0.001; ** = p < 0.05, n.s. = not 
significant)
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learning outcomes (learning interest and knowledge gain). Furthermore, an additional 
analysis suggeted that students do not always respond and behave in the same way 
towards humans and AI in all settings (a significant difference was found in learning 
interest), which is in line with previous studies (Edwards et al., 2016; Meng & Dai, 2021; 
Sundar & Kim, 2019).

Theoretical implications

This study explores the role of self-disclosure in the context of AI instructors, which is 
an innovative research direction and provides an important theoretical contributions in 
the field of educational technology.

First, by innovatively introducing self-disclosure from human instructors to AI 
instructors, this study not only expands the application of the CASA paradigm (Nass & 
Moon, 2000) in the field of educational technology, but also enriches the anthropomor-
phic cues of AI instructors. Rather than simply being a medium for information deliv-
ery, AI instructors become social actors capable of establishing emotional connections, 
facilitating learners’ emotional engagement, and improving their learning efficiency.

Second, this study significantly expands the understanding and practice of the rela-
tional teaching approach (Graham et al., 1992) and social penetration theory (Altman & 
Taylor, 1973) in educational-related human-AI interactions. By examining how the self-
disclosure by AI instructors affects learners’ emotional attachment, interest in learning, 
and knowledge acquisition, this study revealed ways to construct effective interpersonal 
communication in technology-mediated learning environments. Additionally, this study 
contributes to a better understanding of how interpersonal communication skills facili-
tate AI instructor–student emotional attachment and learning outcomes in an AI-driven 
machine education setting.

Third, this study suggests the importance of establishing an emotional attachment 
between students and AI educators. According to social identity theory (Ashforth & 
Mael, 1989), students seek empathy and connection with others in a learning environ-
ment. Self-disclosure by an AI instructor can be viewed as a method of establishing an 
emotional attachment (Davidson, 2011; Ledbetter et al., 2011), which may motivate stu-
dents to identify with and develop a closer bond with the AI instructor. This emotional 
attachment further influences student motivation and engagement in knowledge acqui-
sition as students may be more inclined to interact deeply with entities to which they 
feel close (Song et al., 2016; Zhang, Che, Nan, Li, et al., 2023). The findings of this study 
suggest that even non-human lecturers can successfully simulate this process of emo-
tional communication through self-disclosure, a humane communication strategy that 
promotes learners’ emotional attachment and enhances their interest in the content and 
efficiency of knowledge absorption.

Finally, this study demonstrates that people do not always behave in the same way 
towards humans and computers in all settings (e.g., learning interest), which is in line 
with previous studies (Edwards et al., 2016; Meng & Dai, 2021; Sundar & Kim, 2019). 
Regarding student learning interest, the students always showed more interest in learn-
ing from the AI instructors. This finding is consistent with previous studies, revealing 
that technology stimulates greater student interest in learning (Fryer et  al., 2019; Liu 
et al., 2022). What surprised us, however, was that although algorithm-based affective 
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cues may appear to be business-as-usual and insincere (Mou & Xu, 2017), self-disclo-
sure by AI instructors can also lead to similar affective attachments to self-disclosure by 
human instructors.

Practical implications

The results provide valuable insights for educational technology developers and educa-
tors. Incorporating human elements, such as self-disclosure, into AI can significantly 
enhance the educational value of AI technology. Therefore, edtech developers should 
design interactive experiences that are more anthropomorphic and emotional, such 
as through storytelling, sharing experiences, or expressing emotional responses, to 
enhance learners’ emotional attachment and improve their overall learning experiences. 
For educational practitioners, it is crucial to select AI teaching tools that provide highly 
humanized and emotionally interactive experiences to build more interactive and engag-
ing learning environments. Finally, a close partnership and interdisciplinary collabora-
tion between edtech developers and educators is needed to deeply explore the emotional 
dynamics of the teaching and learning processes and the specific needs of learners. The 
use of AI technology in education should focus not only on technological advancements 
but also on the user experience to ensure that AI solutions provide an engaging and 
effective learning experience and follow the principles of educational psychology.

Limitations and suggestions for future studies

Despite the contributions of this study, the following limitations should be addressed in 
future research. First, this study used an online experiment in which all video lessons 
were recorded in advance. Although this is a common method of online learning, it lim-
its the interactions between students and instructors. Therefore, future research should 
consider offline real-time lessons, while exploring the role of reciprocal self-disclosure 
between students and AI instructors. Furthermore, previous studies have claimed that 
instructor self-disclosure contributes to a more satisfying teacher–student relation-
ship (Song et  al., 2016); therefore, the establishment of an AI instructor–student rela-
tionship is anticipated. However, relationship building is a long-term process, and our 
experimental setup does not fulfill this condition; therefore, we encourage researchers 
to conduct longitudinal studies to explore the effect of AI instructor self-disclosure on 
the establishment of AI instructor–student relationships. Moreover, this study was con-
ducted with the participation of students from a university in China, and the findings 
may not be generalizable. Future research can explore the role of AI instructor self-dis-
closure with a sample of university students from different countries.

Finally, in our study, we designed two different sets of questions for the pre-test 
and post-test, aiming to minimize the impact of measurement reactivity on assessing 
students’ knowledge acquisition. However, there remains a risk that our measurement 
results may not be entirely accurate. As suggested by Chevalier et al. (2022), we can 
mitigate this risk by randomly yet equitably distributing the two different sets of quiz-
zes among students participating in the pre-test. Then, by comparing the equivalent 
average scores from students who took the different quizzes, we can validate the com-
parable difficulty level of the two sets of questions. For the post-test phase, each par-
ticipant will complete an additional questionnaire. Given the rigor of this method, we 
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recommend that future research adopts this approach to ensure that test designs can 
more accurately and effectively evaluate students’ knowledge acquisition.

Conclusion
This study explores the impact of AI instructor self-disclosure on students’ emotional 
attachment, learning interest and knowledge gain; subsequently, the mediating role 
of emotional attachment between AI instructor’s self-disclosure and students’ learn-
ing experience is explored. Finally, the differences in student perceptions and learning 
experiences between AI and human instructors are compared. The findings of this 
study suggest that an AI instructor self-disclosure promotes greater emotional attach-
ment, learning interest, and knowledge gain. Emotional attachment plays an impor-
tant mediating role between AI instructors’ self-disclosure and students’ learning 
experience (learning interest and knowledge acquisition). Moreover, in the context 
of self-disclosure, the students exhibited similar levels of emotional attachment to 
both AI and human instructors, with no significant differences observed. Regarding 
learning outcomes, while students demonstrated a greater interest in learning dur-
ing courses taught by AI instructors, the difference in knowledge gained from AI and 
human instructors was not significant.

Our study opens several avenues for future research. Given the promising applica-
tions of AI technology in education, investigating how advances in anthropomorphic 
cues in AI can enhance the learning experiences is becoming increasingly important. 
Future research should continue to enrich the representation of anthropomorphic 
cues and explore the impact of these anthropomorphic cues on learning outcomes. 
Another promising direction, and potentially a groundbreaking area of research, is to 
explore the potential of anthropomorphic and personalized AI instructors to adapt to 
individual learning styles and needs. Finally, understanding the ethical implications of 
AI in educational settings and ensuring its reasonable use remain important areas for 
future research. These directions not only promise to expand our understanding of AI 
in education but also aim to realize its full potential to contribute to a higher quality 
of education.
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