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Abstract

Advancement in information technology has resulted in massive textual material that
is open to appropriation. Due to researchers’ misconduct, a plethora of plagiarism
detection (PD) systems have been developed. However, most PD systems on the
market do not support the Arabic language. In this paper, we discuss the design and
construction of an Arabic PD reference corpus that is dedicated to academic
language. It consists of (2312) dissertations that were defended by postgraduate
students at the University of Jordan (JU) between the years 2001–2016. This
Academic Jordan University Plagiarism Detection corpus; henceforth, JUPlag, follows
the Dewey decimal classification (DDC) in the way it is structured. The goal of the
corpus is twofold: Firstly, it is a database for the detection of plagiarism in student
assignments, reports, and dissertations. Secondly, the n-gram structure of the corpus
provides a knowledgebase for linguistic analysis, language teaching, and the learning
of plagiarism-free writing. The PD system is guided by JU Library’s metadata for
retrieval and discovery of plagiarism. To test JUPlag, we injected an unseen dissertation
with multiple instances of plagiarism-simulated paragraphs and sentences.
Experimentation with the system using different verbatim n-gram segments is indeed
promising. Preliminary results encourage that permission be sought to enrich this
corpus with all the theses in the Thesis Repository of the Union of Arab Universities.
The JUPlag corpus is intended to function as an indispensable source for testing and
evaluating plagiarism detection techniques. Since the University of Jordan is seeking to
become a center for plagiarism detection for Arabic content and being a non-profit
organization, it will charge a nominal fee for the use of JUPlag to finance the
maintenance and development of the corpus.

Keywords: Corpus tools, Natural language processing, Plagiarism detection, Text
plagiarism, Verbatim plagiarism

Introduction
Plagiarism is simply defined as appropriating others’ words, thoughts, or intellectual

property without providing proper citation or giving credit to them as the original

source. The Oxford Dictionary1 defines plagiarism as “The practice of taking someone

else’s work or ideas and passing them off as one’s own”. With the exceptionally large
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volume of articles, reports and books available on the Internet, plagiarism in academic

writing is a major concern that has become the matter of the moment.

Plagiarism can be either intentional or unintentional (DeVoss & Rosati, 2002).

It is intentional when copying or modifying someone else’s words without provid-

ing proper citation to the original source. It is unintentional when one copies

from others without knowing the rules and regulations for academic writing.

However, ignorance should not be an excuse. For instance, the latest scandal of

alleged plagiarism involved a respectable lecturer at an Ivy League university who

once was the executive editor of a major newspaper. It cast doubt on the integ-

rity and reputation of an otherwise highly respectable academic and public figure.

This academic had properly credited alleged instances of plagiarism to their

sources, sometimes repeatedly, but occasionally failed to do so. This ‘uninten-

tional plagiarism’ is a form of academic dishonesty.

Advancement in technology both facilitates plagiarism and prevents it. At the click of a

mouse, paper mill websites help students and researchers to copy or buy research papers.

Yet, plagiarism detection systems deter the appropriation of others’ intellectual property.

Plenty of websites are nowadays offering tools for plagiarism detection. Some sites are com-

mercial but few are free. Turnitin and PlagScan, for instances, are very popular commercial

tools that are used world-wide for the detection of text plagiarism. They are capable of de-

tecting different forms of plagiarism that range from simple copy-paste plagiarism to word

switching, sentence and paragraph paraphrasing, etc. However, these tools do not prevent

plagiarism but catch it after it has occurred (Beute, Van Aswegen, & Winberg, 2008).

Misconduct in Arabic research is not an exception. Unfortunately, however, most of the

plagiarism detection tools act on ASCII (American Standard Code for Information Inter-

change) data and very few support Unicode data for plagiarism comparisons. Plagiarism de-

tection for scholarly research written in the Arabic language is not well supported. The

scarcity of Arabic literature and resources on the Internet as well as the shortage of commit-

ment to research in Arabic NLP (Natural Language Processing) are the main reasons be-

hind the absence of efficient plagiarism tools that support a language spoken and written by

around 423 million people.

The main contribution of this ongoing project is twofold. At its preliminary stage, it will con-

struct a plagiarism corpus made of defended dissertations in the thesis repository at the library

of the University of Jordan. The second is to develop a plagiarism detection system dedicated

to the Arabic language that is capable of detecting verbatim plagiarism and some intelligent

plagiarism including word order changes, paraphrasing and synonym replacement. Hereafter,

we refer to the corpus as JUPlag and to the plagiarism detection system as PD system.

The remaining of the paper is organized as follows. Section 2 provides a background

and discusses related literature. Section 3 introduces the research methodology. Section

4 discusses the experiments and findings. Finally, section 5 presents the conclusion of

this paper and future work.

Background and literature review
Plagiarism

The lack of fundamental research skills could be the common reason why univer-

sity students/researchers plagiarize (Devlin & Gray, 2007). However, academic
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writing is not an easy task. It requires clarity, conciseness, focus, structure, and evi-

dence. It requires a lot of reading, appropriate usage of words and grammar, and

learning how to express ideas and thoughts. Several studies pointed to other rea-

sons for plagiarism: lack of author confidence, shortage of time, fear of failure,

pressure of parents and scholarship committees to maintain high grades, lack of

punishment by the institution, ease of appropriation, and absence of good plagiar-

ism detection systems (Devlin & Gray, 2007; Eret & Ok, 2014; Franklin-Stokes &

Newstead, 1995).

From a legal point of view, the act of plagiarism is not considered a crime (Frye,

2016). However, plagiarism during university years is highly condemned by the aca-

demic community and it may leave a significant impact on one’s career beyond aca-

demia. “Consequences range from loss of reputation to economic fines and ruined

careers. Students are expelled from their schools, and faculty fired... Doctoral degrees

can be revoked and plagiarizing publications are retracted and cursed” (Satija & Martí-

nez-Ávila, 2019, p. 90). A case in point is the disgrace of politicians (cf. Ruipérez &

García-Cabrero, 2016).

Plagiarism is of seven types: paraphrasing a text without proper citation, mosaic pla-

giarism where text from different sources is combined into one, copy and paste without

due citation, incorrect citation, arrogating someone else’s entire work, self-plagiarism

where one submits his/her published work as though it were new, and citing a non-

existing work (Vij, Soni, & Makhdumi, 2009).

Plagiarism prevention methods have a long-term positive effect, but, unfortu-

nately, their implementation is usually time-consuming (Lukashenko, Graudina, &

Grundspenkis, 2007). Relying on such methods to maintain academic integrity,

however, won’t be enough to stop researchers from plagiarizing. In the words of

Bolkan (2006), “Many educators blame the internet for what they perceive as the

rise of plagiarism. Although the Internet certainly enables more efficient plagiarism,

blaming it for widespread copying is akin to blaming a bank robbery on the pres-

ence of cash in the building … Efforts must be directed at prevention as well as

detection and punishment. (p. 4)”.

Plagiarism detection software (PDS) can be content-based (extrinsic) or stylometry-

based (intrinsic) (Rahman, 2015). Extrinsic plagiarism detection (EPD) discovers in-

stances of appropriation by comparing a suspicious document with reference docu-

ments (a database or a corpus). Intrinsic plagiarism detection (IPD), on the other hand,

discovers instances of appropriation in the suspicious document without using any ref-

erence corpus. Figure 1 depicts the common types of text plagiarism and the classifica-

tion of plagiarism detection software tools.

A plagiarism detection system has to ideally handle most types of plagiarism, includ-

ing text modification by word-shifting, translation, and summarization that bypass

string-matching tools. At this preliminary stage, our present work handles string-

matching-based plagiarism detection and it is planned that it will be enhanced with

such NLP techniques as stemming and part-of-speech tagging, and by the use of such

lexical resources as the work of (Baras, Sawalha, and Yagi: A more extensive wordnet

for Arabic, submitted), Arabic-WordNet,2 dictionaries, and thesauri.

2http://globalwordnet.org/arabic-wordnet/
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Related work

Plagiarism is an old topic and it has been well studied in the literature. In this section,

we only focus on the recent work on Arabic text plagiarism detection. However, for

further reading on the topic of plagiarism, we refer the reader to Maurer, Kappe, and

Zaka (2006). In addition, the following is a sample of scholarly work that exemplifies

plagiarism types with reference to Fig. 1. For intrinsic plagiarism, we refer the reader to

the work of AlSallal, Iqbal, Palade, Amin, and Chang (2019), Polydouri, Siolas, and Sta-

fylopatis (2017), Tschuggnall and Specht (2012), Zu Eissen and Stein (2006); for string-

based extrinsic plagiarism detection, refer to Baba, Nakatoh, and Minami (2017), Leo-

nardo and Hansun (2017), Nakatoh, Baba, Yamada, and Ikeda (2011), Wise (1996); for

vector-space-based plagiarism detection, see Kong, Zhao, Lu, Qi, and Zhao (2016),

Meuschke, Siebeck, Schubotz, and Gipp (2017), Paul and Jamal (2015); for syntax-based

plagiarism detection refer to Si, Leong, and Lau (1997), Vani and Gupta (2017); and for

citation-based detection see Gipp and Beel (2010), Gipp and Meuschke (2011); and

Meuschke, Gipp, Breitinger, and Berkeley (2012).

The first shared task that addressed plagiarism detection in Arabic texts is “AraPlag-

Det” (Arabic Plagiarism Detection) introduced in the PAN@Fire2015 competition and

it has become since then an annual event that involved extrinsic and intrinsic plagiar-

ism detection (Bensalem et al., 2015). Researchers in Arabic NLP adopted shared tasks

to raise awareness of plagiarism problems and to develop solutions to them.

The majority of works on Arabic plagiarism detection involves preprocessing, seg-

menting documents into chunks of sentences of variable sizes (n-grams), tokenization,

removing diacritics and non-alphanumeric characters, normalizing some letters (for ex-

ample “ آ،إ،أ ” get normalized into ,(”ا“ stemming, lemmatization, part-of-speech tagging,

and synonym replacement.

Zaher, Shehab, Elhoseny, and Osman (2017) developed a web-based plagiarism detec-

tion system for Arabic documents, called APDS. The system operated in three phases:

preparation, preprocessing, and similarity detection. After preprocessing, the query

document was presented as n-gram chunks for similarity detection. The proposed sys-

tem was tested on a dataset of 10 Arabic documents and evaluated in terms of

Fig. 1 Types of text plagiarism detection software tools
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precision and recall. The authors claimed an average precision of 82% and an average

recall of (92.5%). However, the paper does not tell what kind of plagiarism was de-

tected, how the documents were presented or how the precision and recall measures

were obtained.

Mahmoud and Zrigui (2017) proposed a system for detecting semantic plagiarism in

Arabic documents that benefited from machine learning technology. In the preprocess-

ing phase, the suspicious and source documents were split into sentences then into

words without removing stopwords. In the feature extraction phase, the TF*IDF (Term

Frequency-Inverse Document Frequency) measure was calculated for weighting words

in terms of importance. Then the word2vec algorithm was used for learning word em-

beddings, and the skip-gram model was employed for predicting the context of words

given a current word vector. For similarity calculation, they used cosine and the Euclid-

ean distance measures. The degrees of similarity between sentences were compared to

a predefined threshold. Experiments were conducted on an open source Arabic corpus

and they claimed a precision rate of (85%) and a recall rate of (84%).

Mahmoud, Zrigui, and Zrigui (2017) used a Convolutional Neural Network (CNN)

approach for detecting paraphrasing plagiarism in Arabic documents. This method is

said to detect paraphrasing plagiarism through the measurement of semantic related-

ness between the suspicious and the original documents. Their approach has three

phases: preprocessing, feature extraction, and paraphrase detection. After preprocess-

ing, the feature extraction phase employed a skip-gram model for word-to-vector repre-

sentation, where each document is represented by a vector in a multidimensional

space. The paraphrase detection phase applied the cosine similarity measure on the

vectors of both the suspicious and the original documents to reduce dimensionality. Fi-

nally, a mathematical function called Softmax was used for paraphrase detection ac-

cording to some predefined threshold. Experiments showed a precision rate of (88%).

However, Mahmoud et al. (2017) and Mahmoud and Zrigui (2017) conducted their

experimentation on an open source Arabic corpus, named OSAC (Saad & Ashour,

2010). The corpus was organized in ten different categories collected from multiple

websites. The sources of the articles were news channels and social and commercial

websites, which clearly makes it inappropriate for academic plagiarism detection. Spe-

cialized content is what the PD corpus ought to consist of, because academics do not

normally plagiarize the news or social media.

Abdelrahman, Khalid, and Osman (2017) presented a framework for content-based

PD in Arabic documents. Their framework has two phases: preprocessing and docu-

ment representation. They used a tree-structure model with the document at the root

of the tree, the paragraphs at the second level, and the sentences at the third level of

the tree. A Longest Common Substring (LCS) matching algorithm was used for com-

paring hashed text chunks (i.e. words in their case). No experiments were made to

evaluate the system or show its effectiveness and therefore there was no plagiarism de-

tection corpus.

Ghanem, Arafeh, Rosso, and Sánchez-Vega (2018) presented a system for detecting

extrinsic plagiarism in Arabic texts. Their system, Hybrid Plagiarism (HYPLAG),

followed a hybrid detection approach. They adopted corpus-based and knowledge-

based approaches for the detection of both the verbatim and rephrasing types of pla-

giarism. The system was compared to other systems that participated in the Arabic
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Plagiarism Detection PAN-Forum for Information Retrieval Evaluation (AraPlagDet

PAN@FIRE) competition and was tested on a corpus called External Arabic Plagiarism

Detection (ExAraPlagDet-2015). The authors reported that HYPLAG outperformed

others with a success rate of (89%). They chunked the query (suspicious) document

and the source documents into n-term sentences. Then the synonyms of the query

document were extracted from the Arabic-WordNet. The original sentences were

ranked with respect to the suspicious sentences and the ones with the highest scores

were extracted as potentially plagiarized sentences. Finally, the candidate sentences and

suspicious sentences were compared for similarity using the vector space model and

the TF*IDF weighting measure. A similarity value that exceeded a predefined maximum

threshold indicated plagiarism, while a similarity value between minimum and max-

imum thresholds required a call for the next phase of feature-based semantic similarity

measurement based on the synonyms extracted from the Arabic-WordNet.

Khorsi, Cherroun, and Schwab (2018) used a Two-Level Plagiarism Detection System

(2 L-APD), which is said to detect different plagiarism cases, including verbatim and

paraphrasing. Their system consisted of two consecutive modules: fingerprinting and

word embedding detection. The first module is responsible for preprocessing and seg-

menting the suspicious document into sentences. When sentences exceeded some

threshold value, they were passed on to the second module to test for paraphrasing and

synonym replacement. The fingerprinting was applied by chunking the text documents

into n-grams and then selecting the least frequent ones. Finally, they used a function

called Brian Kernighan and Dennis Ritchie (BKDR) for hashing the selected n-grams.

The first module applied Jaccard measuring similarity, whilst the second module used

the cosine similarity measure. Important words were picked on the basis of their IDF

value and their part of speech tags. To test their approach, Khorsi et al. (2018) used the

ExAraDet-2015 corpus. Experimental results showed an overall precision rate of (85%)

and a recall rate of (87%).

Although the works of Ghanem et al. (2018) and Khorsi et al. (2018) seem promising,

they both have been tested on ExAraDet-2015 corpus, which is an Arabic corpus made

of short sentences constructed for the PAN@FIRE plagiarism detection competition.

We suspect this corpus might not be suitable for academic plagiarism detection as it is

not a well-organized academic corpus, neither it is discourse-structure annotated.

Clearly, there is need for a corpus dedicated to plagiarism detection that is authentic,

big, versatile, and richly annotated. The JUPlag corpus is intended to meet this need

and to function as a test bed for the evaluation of plagiarism detection techniques.

Corpus design methodology
The JUPlag corpus was guided by the following design objectives:

1) To compile academic texts for the purpose of training and testing the Arabic

plagiarism detection system that is to be developed.

2) To devise a mechanism for organizing the texts and indexing them.

3) To annotate the texts using a stemmer and a part-of-speech tagger.

4) To construct an Arabic thesaurus database that can be used for detecting synonym

replacements.
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Source data collection

Data collection is a fundamental success factor in plagiarism detection. PD systems

need to access multitudes of sources of data to detect potential plagiarism. This in-

cludes accessing local databases as well as online data available on the internet. Due to

the scarcity of scholarly Arabic literature that is in digitized form, it has been deemed

necessary to build a resource that would contain a collection of academic texts, a re-

source that may be used for the detection of plagiarism in dissertations before a defense

is scheduled. Postgraduate students usually sign an affidavit stating that they observed

the code of ethics in the compilation of their theses, that they accepted all legal reper-

cussions of plagiarism including the revocation of their degrees, and that they agreed

that the Deans Council revocation decision would be final.

With the necessary legal provisions, the Library of the University of Jordan graciously

gave us permission to access their copyrighted repository of dissertations. The Univer-

sity requires that postgraduate students transfer their copyrights to it and get them to

sign an authorization form that permits the University of Jordan “to supply copies of

[their] Thesis/Dissertation to libraries or establishments or individuals on request, ac-

cording to the University of Jordan regulations”. We have obtained permission of the

University administration and of the Director of the University Library to access the

dissertation repository for the specific purpose of the development of the JUPlag corpus

and for experimentation with the repository.

We had access to (2312) dissertations that were defended by University of Jordan

postgraduate students between the years 2001–2016. Table 1 shows the number of col-

lected dissertations per year. Notice the significant increase in the number of collected

dissertations in 2006 and beyond; this is due to the School of Graduate Studies’ drive

to boost the number of master’s, doctoral and high specialization programs. As JU

sought to become a pioneer in postgraduate programs, it widened its program offerings

resulting in 2012 in (105) master’s programs, (34) doctoral programs, and (16) high

specialization programs in Medicine. As of today, the Graduate School offers (123)

master’s programs, (38) doctoral programs, (16) high specialization programs in Medi-

cine, and (1) high specialization program in Dentistry.

Challenges identified

In the process of constructing the JUPlag corpus, the following problems were

encountered:

Table 1 Per year distribution of the collected dissertations

Year Count Year Count

2001 23 2009 203

2002 7 2010 261

2003 13 2011 174

2004 18 2012 141

2005 47 2013 187

2006 126 2014 317

2007 202 2015 282

2008 186 2016 125

Total = 2312
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1) Differences in dissertation format and structure

Although the school of graduate studies at JU has guidelines and a standardized tem-

plate for dissertations, there are some variations among schools and disciplines. This

might include the number of chapters, pages, dissertation layout, and fonts. For the

past 10 years, a graduate student has been required by law to hand in an electronic

copy of his/her dissertation upon its endorsement by the school of graduate studies.

Prior to that, hard copies were submitted to the library whose staff had to retype the

dissertations, a cumbersome and costly exercise.

Due to copyright law restrictions, we had to obtain permission to process the content

of the repository for the purpose of constructing the JUPlag corpus.

2) Scarcity of Arabic online literature

The success of plagiarism detection is dependent mainly on access to online re-

sources and on offline databases. Unfortunately, there is a limited volume of machine-

readable Arabic scholarly articles online. Hence, testing our system will be restricted to

JUPlag corpus. At a later stage, we will seek permission to include in this corpus all the

dissertations in the repository of the Union of Arab Universities.

3) Paucity of efficient Arabic tools

Arabic suffers from the scarcity of free NLP tools. Tokenization, root extraction, part

of speech tagging, and sentence boundary identification are essential for many NLP

tasks. Root extraction reduces word tokens to word types. A Part-of-Speech Tagger

(POST) is essential for machine translation, dependency parsing, and language pattern

extraction. Online dictionaries, thesauri, and semantic networks are indispensable for

meaning-centered tasks. Although many of these essential tools do exist, they are not

available for free. Many of those that are free of charge are not reliable. Hence, re-

searchers in the field of Arabic NLP often decide to build their own tools.

Construction of the Arabic academic plagiarism detection corpus

To the best of our knowledge, the only available extrinsic plagiarism corpus devoted to

Arabic text plagiarism detection is ExAraDet-2015.3 The corpus was used in the

PAN@Fire2015 competition to judge and to rank the competing solutions. The corpus

is made of 1171 short documents, of which (48.68%) are source documents and

(51.32%) are suspicious. The following is a detailed description of our design and con-

struction of JUPlag, the Arabic academic plagiarism detection corpus.

Corpus architecture

The architecture of JUPlag follows the Library of JU in the way it classifies its content.

JU Library holdings are classified in accordance with the DDC system and it uses some

standard metadata. The following is a brief description of the two classification tech-

niques that we adopted while building the plagiarism corpus.

3http://misc-umc.org/AraPlagDet/?i=1
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The Dewey decimal classification system

The DDC4 system is the world’s most widely used technique to organize library collec-

tions. It has been named after its founder, Melvil Dewey, an American Librarian who

developed it in 1876. The DDC system represents an adaptive knowledgebase which is

revised continuously to cope up with knowledge development. It has been developed

and maintained by the Library of Congress. The DDC system has 10 main subject cat-

egories. Each category is represented by a three-figure value in the range from 000 to

999 (Chan, Comaroni, Mitchell, & Satija, 1996).

The JU Library had adopted DDC in the classification of its holdings, whether they

are books, magazines, periodicals, or dissertations, etc. As Fister (2009) notes, “Dewey

can sort large collections into more specific groups than BISAC can. (p. 24)”.

A Dewey numerical scheme has three levels. Altogether, they make the classification

number of a library item. Table 2 shows the first level categories. For instance, a disser-

tation about Arabic dictionaries “ ةيبرعلامجاعملا ” would carry the Dewey number 413. The

number can be interpreted as follows. Level-1 (400) is used for the language “ تاغللا ” cat-

egory, level-2 (10), a multiple of tens level, is used for the Arabic language “ ةيبرعلاةغللا ”

category, and the third level (3), a sequential number, is used for the Arabic Dictionary

“ ةيبرعلامجاعملا ” category.

JU library’s metadata

In addition to using DDC for classifying its items, the JU Library also adopts a set of

standard metadata for their classification. The metadata include: barcode, author’s first

name, author’s surname, title, date of publication, subject, and the call number that

specifies the shelf location of the item. Metadata are used to locate and retrieve infor-

mation quickly.

An interesting characteristic of JUPlag is that its content is organized according to

DDC system. This organizational structure is advantageous in that it categorizes the-

ses/dissertations according to subject matter which makes it possible to perform pla-

giarism detection within a subcorpus rather than the entire corpus, a procedure that

saves precious processing power and time. Search in one DDC category of theses/

Table 2 Dewey decimal classification system

Dewey # English Categories JU Arabic Categories

000–099 General References or Works ( تايمومعلا ) ةماعلا فراعملا

100–199 Philosophy, psychology & logic قطنملاوسفنلاملعوةفسلفلا

200–299 Religion تانايدلا

300–399 Social Sciences ةيعامتجلاامولعلا

400–499 Language تاغللا

500–599 Natural Science ةيعيبطلامولعلا

600–699 Technology and Applied Science ( ايجولونكتلا ) ةيقيبطتلا مولعلا

700–799 Fine Arts & Recreation ةليمجلانونفلا

800–899 Literature بدلأا

900–999 History, Geography & Biography ريسلاوايفارغجلاوخيراتلا

4https://www.oclc.org/en/dewey/features/summaries.html
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dissertations is also what linguistic analysis would do when they want to study the dis-

course characteristics of a genre or its embedded linguistic patterns.

In a similar manner, DDC has been successfully used by Jenkins, Jackson, Burden,

and Wallis (1998) to automatically classify web resources and by Golub, Lykke, and

Tudhope (2014) to enhance Information Retrieval (IR) and indexing systems.

Data processing outline of the JUPlag corpus

In this section, we describe the processing stages of the corpus construction. Figure 2

depicts the overall data processing stages. Table 3 shows the distribution of the corpus

dissertations in accordance with the Dewey categories.

Tokenization

The tokenization process takes a dissertation D and splits it into separate words (uni-

grams). We designed and implemented a tokenizer that extracts words at multiple de-

limiters, including white spaces, tabs and punctuation marks (Hammo, Yagi, Ismail, &

AbuShariah, 2016). The output of the tokenizer is of two types: tokens that correspond

to units whose characters are recognizable such as punctuation marks, numeric data,

dates, etc., and tokens that need further morphological analysis. Tokens of one or two-

character length, non-Arabic characters, or numerical values are ignored and excluded

from the database. Stop-words were also removed from the corpus. Developers of NLP

applications usually remove stop-words from search engine indices as this will reduce

Fig. 2 Processing outline of the JUPLag Corpus
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the size of indices dramatically (Salton & Buckley, 1988; Yang, 1995) and that will im-

prove recall and precision.

Segmenting dissertations into n-grams

For a given dissertation D, we split the sentences of D into n-gram segments. An n-

gram segment is a substring of n consecutive words. The popular forms of n-grams in-

clude bi-gram (2 words), tri-gram (3 words), and four-gram (4 words). The maximum

value we considered in preparing the corpus is n = 7 (seven-gram). The n-grams will be

used later in a string matching algorithm to detect similarity between the source sen-

tences and the suspicious ones.

Before the splitting process, punctuation, special characters, and diacritics get re-

moved and letterforms normalized; i.e., all shapes of alif and hamza get converted to

one form each. To explain how the n-gram segments were formed, consider the Arabic

sentence “ لاسعوازبخىرتشاوقوسلاىلادمحابهذ ” and its English translation, “Ahmad went to

the market and bought bread and honey”. A sliding window of size n splits this text as

demonstrated in Table 4.

Stemming

Stemming is the process of mapping derivative words onto the base form, the stem,

that they share. Stemming uses morphological heuristics to remove affixes from words

Table 3 Distribution of the corpus dissertations in accordance with Dewey’s categories

Dewey # English Categories JU Arabic Categories Number of Dissertations

000–099 General References or Works ( تايمومعلا ) ةماعلا فراعملا 17

100–199 Philosophy, psychology & logic قطنملا و سفنلا ملعو ةفسلفلا 10

200–299 Religion تانايدلا 397

300–399 Social Sciences ةيعامتجلاامولعلا 1338

400–499 Language تاغللا 42

500–599 Natural Science ةيعيبطلامولعلا 17

600–699 Technology and Applied Science ( ايجولونكتلا ) ةيقيبطتلا مولعلا 103

700–799 Fine Arts & Recreation روكيدلاوةليمجلانونفلا 147

800–899 Literature بدلأا 134

900–999 History, Geography & Biography ريسلاوايفارغجلاوخيراتلا 107

Total 2312

Table 4 N-gram segments generated from a sentence

Unigram Bigram Trigram 4-g …

بهذ دمحابهذ ىلادمحابهذ قوسلاىلادمحابهذ

دمحا ىلادمحا قوسلاىلادمحا ىرتشاوقوسلاىلادمحا

ىلا قوسلاىلا ىرتشاوقوسلاىلا ازبخىرتشاوقوسلاىلا

قوسلا ىرتشاوقوسلا ازبخىرتشاوقوسلا لاسعوازبخىرتشاوقوسلا

ىرتشاو ازبخ ىرتشاو لاسعوازبخىرتشاو

ازبخ لاسع و ازبخ

لاسعو
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before indexing them. Arabic stemming is more complex than it is in English. Arabic is

a morphologically introflexive, fusional language (Velupillai, 2012), whilst English is

morphologically hybrid. Sapir and Swiggers (2008) label English as a mixed-relational

fusional language. The majority of words in the Arabic language, on the other hand,

are primarily constructed from three-consonant roots and a set of morphological pat-

terns. With prefixes, infixes, and/or suffixes interdigitated with the root radicals, multi-

tudes of words are derived. Then these coined words, if generated with verb patterns,

get inflicted for number, gender, mood, voice, and tense; if generated with noun pat-

terns, they get inflicted for number, definiteness, and case. An Arabic stemmer should

identify the base word and remove all inflectional and derivational affixes. It should

recognize, for example, that the strings, بتاك kAtib ‘writer’, باتك kitAb ‘book’, ةبتكم mak-

tabatun ‘library’, as belonging to one root, بتك KTB ‘to write’. For this task, we used

Khoja and Garside’s (1999) Arabic stemmer.

Part of speech tagging (POST)

A part-of-speech tagger (POST) is a software application that reads text in a particular

language and assigns to each word its word category; i.e., it marks it as noun, verb, ad-

jective, etc. Part of speech tagging is an essential process in understanding how sen-

tences are formed from small constituents. It is mainly used in syntactic and semantic

analysis of sentences. For this task, we used MADAMIRA,5 a comprehensive tool for

Morphological Analysis and Disambiguation of Arabic. Adding POS annotations to the

corpus is mainly to prepare the corpus for the next stage of this ongoing project. Simi-

lar to the work of Elhadi and Al-Tobi (2008), we intend to use the part-of-speech tags

to represent the structure of text segments for further comparisons and analysis. Plagia-

rized text tends to have the same POS tag features as the original source.

The final academic corpus

The final academic corpus (database) constitutes the core of the Arabic plagiarism de-

tection system, with its n-gram segmentation and metadata annotation, and morpho-

logical annotation of each word in the collection. The corpus is accessed through our

plagiarism detection system as we will explain in Section 4. Preprocessing, as explained

in Fig. 2, includes removal of diacritics, punctuation and special characters. Letterform

unification (i.e. “ آ،إ،أ ” are normalized to ,(”ا“ n-gram segmentation (n = 1–7), part-of-speech

tagging, stemming, and tokenization are also performed at this stage. Table 5 shows the

final distribution of the collected texts (i.e., 2312 dissertations) as per the Dewey categor-

ies. The corpus statistics will be outlined subsequently.

Experiments and discussion
Experimenting with the JUPlag corpus: analysis and statistics

As stated earlier, the goal of constructing the JUPlag corpus is twofold. First, it is

intended to be used to detect plagiarism in students’ assignments, reports, and new dis-

sertations prior to submission for defense. Secondly, its unique design structure

5https://camel.abudhabi.nyu.edu/madamira/
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Table 5 Detailed classification of the corpus texts based on Dewey’s categories

Dewey
(Level-2)

Arabic Categories English Categories Number of
Dissertations

004 بوساحلاملع,تانايبلاةجلاعم Data processing & computer science 17

020 تامولعملاوتابتكملاملع Library & information sciences

150 سفنلا ملع Psychology 10

210 همولع و ملاسلإا Philosophy & theory of religion 397

220 همولعوميركلانآرقلا Holy Quran and its Sciences

290 ىرخلأا تانايدلا Other religions

301 ايجولوبورثنلااوعامتجلااملع Sociology & anthropology 1338

302 يعامتجلاالعافتلا Social interaction

303 ةيعامتجلااتايلمعلا Social processes

304 يعامتجلااكولسلايفةرثؤملالماوعلا Factors affecting social behavior

305 ةيعامتجلااتاعامجلا Groups of people

306 اهتاسسؤموةفاقثلا Culture & institutions

307 تاعمتجملا Communities

320 ةيسايسلامولعلا Political science (Politics & government)

330 داصتقلاا Economics

340 نوناقلا Law

350 ةماعلاةرادلإا Public administration & military science

360 تايعمجلا؛ةيعامتجلااتامدخلا Social problems & services; associations

370 ميلعتلاوةيبرتلا Manners & education

380 لقنلا,تلااصتلاا,ةراجتلا Commerce, communications, transportation

401 ةغللاملع,تايوغللا Philosophy & theory; international languages 42

410 ةيبرعلا ةغللا Linguistics

507 ةلصلاتاذتاعوضوملاوميلعتلا Education, research, related topics 17

510 تايضايرلا Mathematics

530 ءايزيفلا Physics

540 ةلصلاتاذمولعلاوءايميكلا Chemistry & allied sciences

550 ( ايجولويجلا ) ضرلأا مولع Earth sciences

570 ( ءايحلأاملع ) ةايحلا مولع Biology

580 تابنلامولع Plants

610 ( بطلا ) ةيبطلا مولعلا Medicine & health 103

630 ةعارزلا Agriculture & related technologies

650 ةدعاسملاتامدخلاولامعلأاةرادإ Management & auxiliary services

710 نارمعلاوندملاطيطخت Area planning & landscape architecture 147

720 ( ةرامعلا ) ةيرامعملا ةسدنهلا Architecture

780 ىقيسوملا Music

790 ةيضارعتسلااوةيهيفرتلانونفلا Recreational & performing arts

808 بدلأاتاعومجموةيبدلأاةغلابلا Rhetoric & collections of literary texts 134

809 بدلأادقنوخيرات History, description & critical appraisal

810 يبرعلابدلأا Arabic literature

907 ةلصلاتاذتاعوضوملاوثحبلاوميلعتلا Education, research, related topics of history 107

910 تلاحرلاوايفارغجلا Geography & travel

930 ميدقلاملاعلاخيرات History of ancient world to ca. 499

940 ماعلاابوروأخيرات History of Europe
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provides a knowledgebase for linguistic analysis, language teaching, and the learning of

plagiarism-free writing. In this respect, the user can query a subset of the corpus to re-

trieve language patterns that are favored in the particular discipline to which this sub-

corpus is dedicated. For example, frequency word lists can be generated for a particular

discipline; thus, technical lexicography can be facilitated. The corpus can also be used

to demonstrate plagiarism-avoidance strategies in research methodology courses and to

teach linguistic patterns in writing and linguistic analysis courses.

To experiment with this corpus, a linguistic concordancer described in Hammo et al.

(2016) is used to inquire about words and n-gram sentences in the database. Metadata

such as subject topic, author name, and publication date are used to facilitate search

and filter retrieved data.

Word statistics

The JUPlag academic corpus has around 60 million words and (825,363) word types.

Table 6 shows the top 20 words in the corpus, their English translation and their

frequencies.

It is interesting to observe that the most frequent words in this predominantly social

science corpus are general academic words and none of them is discipline-specific.

Probably, the only words that betray the nature of the texts in this corpus are the words

for ‘God’, ‘Mohammad’, and ‘Jordan’ since the theses/dissertations were produced in a

Muslim country, Jordan.

It is also interesting to have an insight into the content of the corpus from a statis-

tical perspective. In this context, “information theory states that messages maximize

their capacity to convey information when the content follows Zipf’s law”. For a text

corpus, Zipf’s law specifies that, given a large sample of words, if w1 is the most com-

mon word in the corpus, w2 is the next most common, then the frequency of the ith

Table 6 Top 20 frequent words in the corpus and their English translation

Rank Arabic Word English Meaning Frequency Rank Arabic Word English Meaning Frequency

1 هساردلا The study 260,127 11 هسارد Study 76,374

2 هللا Allah (God) 222,662 12 دوجو Existence 75,484

3 هبلطلا Students 103,332 13 مقر Figure 75,422

4 دمحم Mohammad 94,735 14 مادختسا Use 69,369

5 لمعلا Work 94,469 15 نكمي Possible 68,652

6 لولأا First 94,151 16 ماع Year 67,907

7 هيبرعلا Arabic 93,333 17 مدع Un/Not 66,971

8 يناثلا Second 87,322 18 ندرلأا Jordan 66,684

9 ىوتسم Level 81,435 19 جئاتن Results 66,390

10 راد House 76,968 20 لكشب Form 65,314

Table 5 Detailed classification of the corpus texts based on Dewey’s categories (Continued)

Dewey
(Level-2)

Arabic Categories English Categories Number of
Dissertations

950 ىصقلأاقرشلاماعلاايسآخيرات History of Asia

Total 2312
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most common word is inversely proportional to its rank in the frequency table. So

word number i has a frequency proportional to 1/i.

To visualize how words are distributed across the corpus, we used a log-log scatter

chart which plots the collection’s frequency of a word as a function of its rank for the

top 1000 words in the JUPlag corpus as shown in Fig. 3. The linear trendline shown

along the curve in the chart is a best-fit straight line that is used with simple linear

datasets to determine if the data follows Zipf’s law. It is most reliable when the calcu-

lated R-squared (R2) value of the best-fit line is equal or close to 1. For the unigram

Fig. 4 Zipf’s distribution of the top 100 Arabic n-gram segments in JUPLag corpus

Fig. 3 Zipf’s distribution of the top 1000 words in the JUPLag corpus
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sample, the R2 value was (0.9842), which indicates that the unigram distribution is

around the Zipf’s law distribution.

Sentence statistics

According to Coxhead (2000), Zipf’s law has been used often by language educators to

identify the most common words/sentences for purposes of teaching foreign languages.

Figure 4 shows the log-log scatter chart plot of the top 100 n-gram segments; it depicts

how distribution of the top 100 n-gram chunks in JUPlag observes Zipf’s law. Figure 4

also shows that the R2 values for all trendlines corresponding to the n-gram segments

are very close to 1, which again indicates excellent fit of the n-gram segments to Zipf’s

law distribution.

Now let’s take a look at the top 10 n-gram segments sampled from the JUPlag corpus

as shown in Table 7.

From Table 7, it is interesting to observe that the most frequent n-gram segments in

this predominantly social science corpus are statistical expressions. Examples of

bigrams are “ ةساردلاةنيع " (study sample) and “ ةيباسحلاتاطسوتملا ” (statistical means). An

Table 7 Top 10 frequent n-gram segments in the JUPlag corpus
Rank N = 2 N = 3 N = 4 N = 5 N = 6 N = 7

1 33,453 24,438 18,120 6203 2378 2078

ةنيع
ةساردلا

ملسوهللاىلص ةيباسحلاتاطسوتملا
ةيرايعملاتافارحنلااو

ملسوهللاىلصهللالوسر ةروشنمريتسجامةلاسر
نامعةيندرلأاةعماجلا

ةعماجلاةروشنمريتسجامةلاسر
ندرلأانامعةيندرلأا

2 29,861 18,789 10,226 3520 2117 763

تاطسوتملا
ةيباسحلا

ةيباسحلا
تافارحنلااو

ةيرايعملا

ةللادقورفدوجو
ةيئاصحإ

ةللادقورفدوجومدع
ةيئاصحا

ةعماجلاةروشنمريتسجام
ندرلأانامعةيندرلأا

ةيبرعلانامعةعماجةروشنم
نامعايلعلاتاساردلل

3 29,468 18,330 7266 3410 1838 731

ةللاد
ةيئاصحا

تاطسوتملا
ةيباسحلا

تافارحنلااو

ملسوهللاىلصيبنلا ةيئاصحاةللادقورف
ةللادلاىوتسم

تاطسوتملاباسحمت
تافارحنلااوةيباسحلا

ةيرايعملا

تاساردللةيبرعلانامعةعماج
ندرلأانامعايلعلا

4 26,967 18,086 6979 3135 1660 717

هللاىلص ةللادقورف
ةيئاصحا

هللاىلصهللالوسر ةيندرلأاةعماجلاةروشنم
ندرلأانامع

ةيئاصحاةللادقورفدوجو
ةللادلاىوتسم

ةيئاصحاةللادقورفدوجو
افلاةللادلاىوتسم

5 26,167 11,953 6563 3092 1469 660

نبدمحم قورفدوجو
ةللاد

ملسوهللاىلصهللا ةللادقورفدوجو
ىوتسمةيئاصحا

ىوتسمةيئاصحاةللادقورف
افلاةللادلا

ىوتسمةيئاصحاةللادقورف
لقاافلاةللادلا

6 25,698 10,390 6262 2733 1224 658

ملسوهللا ةيبرعلاةكلمملا
ةيدوعسلا

ةيئاصحاةللادقورف
ىوتسم

ةروشنمريتسجامةلاسر
ةيندرلأاةعماجلا

تاطسوتملاجارختسا
تافارحنلااوةيباسحلا

َّمتةيرايعملا

ةيئاصحاةللادقورفدوجومدع
ةللادلاىوتسم

7 25,373 10,127 6023 2528 1179 590

هللا دبع ةيئاصحاةللاد
ىوتسم

ةيملعلابتكلاراد
توريب

تاطسوتملالودجلا
تافارحنلااوةيباسحلا

ةيرايعملا

ةيئاصحاةللادقورفدجوت
ةللادلاىوتسم

ةيئاصحاةللادقورفدجوتله
ةللادلاىوتسم

8 22,130 9707 5001 2419 1128 535

طسوتملا
يباسحلا

ةنيعدارفا
ةساردلا

ىوتسمةيئاصحاةللاد
ةللادلا

ةعماجلاةروشنمريتسجام
نامعةيندرلأا

ةللادقورفدوجومدع
ىوتسمةيئاصحا

ةيئاصحاةللادقورفدجوت
افلاةللادلاىوتسم

9 21,992 9463 4979 2145 1060 518

جئاتن
ةساردلا

ةيبرتلاةرازو
ميلعتلاو

ريتسجامةلاسر
ةعماجةروشنم

ىوتسمةيئاصحاةللاد
افلاةللادلا

ةللادقورفدجوتله
ىوتسمةيئاصحا

ةعماجةروشنمريتسجامةلاسر
ندرلأادبراكومريلا

10 21,133 9325 4320 2131 842 482

ةللادقورف ريتسجامةلاسر
ةروشنم

ةللادقورفدجوت
ةيئاصحا

ةيئاصحاةللادقورفدجوت
ىوتسم

ةيبرعلانامعةعماجةروشنم
ايلعلاتاساردلل

تافارحنلااوةيباسحلاتاطسوتملا
ةنيعدارفاتاباجتسلاةيرايعملا

Al-Thwaib et al. International Journal of Educational Technology in Higher Education            (2020) 17:1 Page 16 of 26



example of a trigram segment is “ ةيرايعملاتافارحنلااوةيباسحلا ” (statistical and standard devia-

tions), 4-g to 7-g samples are: “ ةيرايعملاتافارحنلااوةيباسحلاتاطسوتملا ” (statistical means and

standard deviations), “ ةيئاصحاةللادتاقورفدوجومدع ” (there are no statistically significant dif-

ferences), “ ةيرايعملاتافارحنلااوةيباسحلاتاطسوتملاباسحمت ” (statistical means and standard devi-

ations were calculated) and “ افلاةللادلاىوتسمةيئاصحاةللادقورفدوجو ” (there are statistically

significant differences level alpha) respectively.

Observation also indicates that most of the dissertations in the social sciences in this

corpus appear to require surveys, collecting and analyzing data, and calculating statis-

tics. Hence, the JUPlag corpus can be used as a knowledge base for the teaching of em-

pirical research.

Experimenting with the plagiarism detection system
To experiment with the academic plagiarism corpus, we implemented a plagiarism de-

tection (PD) system as shown in Fig. 5. The PD system is guided by the DDC system

and the JU Library’s metadata for retrieval and discovery of plagiarism. A new submit-

ted dissertation can be checked for plagiarism either in a specific Dewey category

Table 8 Characteristics of the test dataset

Segment Untampered Test
Dataset

Test Dataset with Plagiarized
Paragraphs

Test Dataset with Plagiarized
Sentences

Count unique count Count unique count count Unique count

unigram 632 413 735 487 678 441

bigram 631 586 734 682 677 626

trigram 630 618 733 718 676 662

4-g 629 624 732 725 675 672

5-g 628 627 732 730 674 673

6-g 627 627 731 731 673 673

7-g 626 626 729 729 672 672

Fig. 5 Graphical user interface of the PD system
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(subcorpus) or it can be checked against the entire JUPlag corpus. Our experimentation

here utilizes both types.

To test the PD system, we obtained a new dissertation from the School of Graduate

Studies at JU. The dissertation was in the field of “Sociology” “ عامتجلااملع " which by

Dewey’s classification belongs to the superordinate class of “Sociology and Anthropol-

ogy” “ ايجولوبورثنلأاوعامتجلااملع ” subclass. At this early stage in our project, we only focused

on copy-&-paste phenomena, verbatim plagiarism. The test dataset consists of three pages

that were extracted from this new dissertation. We created two datasets: One was injected

with two plagiarized paragraphs; the other was injected with multi-instances of plagiarized

sentences. Both datasets went through preprocessing and segmentation into n-grams of

strings as discussed in the previous section. The value of n has been set to 2–7 g. Table 8

shows the characteristics of the three datasets in the untampered form, with plagiarized

paragraphs, and with plagiarized sentences. The count column lists the frequency of occur-

rence of the n-gram segments, the unique count column lists the frequency of such seg-

ments when repeated sequences are excluded.

Experiment I: plagiarism detection in the original dataset

The first experiment ran the plagiarism detection system through the untampered test

dataset in six iterations of segmentation: 2-gram, 3-gram, 4-gram, 5-gram, 6-gram, and

7-gram segmentation. It ran it against the “Sociology and Anthropology” subcorpus (cf.

Table 8). The success rate of plagiarism detection for a dissertation (D) is calculated by

Eq. 1.

Reported PlagD ¼ detected plagiarized unique n−grams in D
all unique n−grams in D

�100%

ð1Þ

The PD system labeled as ‘plagiarized’ (256) out of the (586) bigrams in the untam-

pered test dataset (i.e., 43.68%) (cf. Table 8). Table 9 shows samples of the bigram seg-

ments that were labeled as ‘plagiarized’. The first column lists the titles of the source

Table 9 Samples of unique bigrams labeled as plagiarized
Title of Source Dissertation Plagiarized Bigrams English Translation Frequency

نوتريمتربورتاماهسإىلعزيكرتلاوةيفيظولاةيئانبلاةيرظنلا ةيداصتقلااوةيعامتجلاا Social & economical 15

ةيفاقثلاوةيعامتجلاا Social & cultural 7

طقسمةنيدميفةنيعىلعةيناديمةسارد:ةيرسلأااهعاضوأىلعهرثأوةجوزلالمع جئاتنتحضوا Results showed 2

ةيداصتقلااوةيعامتجلاا Social & economical 9

Table 10 Detected trigram segments

Title of Dissertation Detected Trigrams English Translation Frequency

تربورتاماهسإىلعزيكرتلاوةيفيظولاةيئانبلاةيرظنلا
نوتريم

ةيعامتجلااوةيداصتقلااوةيسايسلا Political, economical
and social

3

ةيندرلأاةيمويلافحصلايفةلماعلاةيفحصلاةأرملاتلاكشم ةيعامتجلااوةيداصتقلااوةيسايسلا Political, economical
and social

1

تاهاجتلااىلعةيعامتجلااوةيداصتقلااتاريغتملارثأ
ةيندرلأاةعماجلايفسيردتلاةئيهءاضعلأةيسايسلا

ةيعامتجلااوةيداصتقلاافورظلا Economical
and social conditions

1

ةيناديمةسارد:ةيرسلأااهعاضوأىلعهرثأوةجوزلالمع
طقسمةنيدميفةنيعىلع

ةيداصتقلاالماوعلاتءاج Economical factors were 1
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dissertations where the detected bigrams were found, the second lists the detected

bigrams, and the last lists the frequency of occurrence of these bigrams in the respect-

ive dissertations.

Bigram matching, however, is of little significance as bigrams hardly ever express a

complete thought. It is not unexpected for matches to be found between bigrams in

different dissertations since most two-word strings hold general concepts. Therefore,

bigram matches might not be indicative of direct verbatim plagiarism.

When the PD system ran through the trigram segments, it labeled (15) out of the

(618) trigrams in the test dataset as instances of plagiarism, i.e., the reported plagiarism

rate was 2.43% (cf. Table 8). They were found in four dissertations. Table 10 shows a

sample of the detected trigram segments.

A closer look at the detected trigrams shows that they also denote general concepts

(see Table 11). However, many scholars consider the similarity of n-gram segments of

four or more consecutive words to be verbatim plagiarism and hence it must be labeled

as such. For example, Hexham (2005) treated the similarity of strings of four consecu-

tive words as plagiarism, Roig (1999) five words, and Sorokina, Gehrke, Warner, and

Ginsparg (2006) seven words.

When the PD system ran through the 4-gram iteration of the test dataset, it labeled

only (2) out of the (624) 4-gram segments as instances of plagiarism, i.e., the reported

plagiarism rate was 0.32% (cf. Table 8). Table 12 shows the detected 4-gram plagiarism.

Again, the 4-gram segments express general concepts and they hardly constitute

genuine plagiarism. Although, 5-gram strings according to Roig (1999) are considered a

good starting point for potential plagiarism, in this first experiment we could not find

in the “Sociology and Anthropology” subcorpus any suspicious segments of five, six or

seven consecutive words. Table 13 summarizes the results of the first experiment.

This experiment has demonstrated that when there is no intended plagiarism, a PD

system can still label short segments as ‘plagiarized’; the shorter the segment is, the

more susceptible it is to misidentification as an instance of plagiarism. Passing a verdict

of ‘plagiarized segments’ should be left to the discretion of the human. The machine

Table 14 Plagiarism-simulated paragraphs injected in the original dataset

Paragraph-1
inserted
on page1

تاجرخملةيعيبطةجيتنكةيميلعتلاتايوتسملافلتخميفريبكلكشبةأرملافيظوتتلادعميفًاديازتةريخلأاتاونسلاتدهش
تاينامعلاتافظوملاددعغلبو.ةيحصلامولعلادهاعموةيبرتلاتايلكوسوباقناطلسلاةعماجكةفلتخملاةيميلعتلاتاسسؤملا

نينيعملانيينامعلانيفظوملايلامجإةبسنبيلاوحمماعلاتانيعملا .

Paragraph-2
inserted
on page2

ريغتاهقفاروةيفاقثلاوةيعامتجلااوةيداصتقلااوةيسايسلابناوجلاعيمجيفتاعمتجملاتباصأتاريغتلاوتاروطتلانكلو
تماقولمعللتجرخوةأرملاميلعتىوتسمنسحتوةأرملالجرلانيسنجلالاكبةطانملاراودلأابةطبترملاةقباسلارظنلاةهجو
؛عمتجملايفةديدجًاراودأذخأتنأبةأرملامامألاجملاحتفبةرسلأاىلاةفاضلإابلافطلأاةئشنتوةياعرلارودلثمتاسسؤملا
عارصورتوتلوصحمدعلجأنمةقباسلاةيعامتجلاامظنلايفليدعتلانمًاعونبلطتيهنأبرملأاىلانويفيظولارظنيكلذل

راودلأاميسقتفلاتخاببسبعمتجملالخاد .

Table 13 Results of experiment I: plagiarism-labeling in the untampered test dataset

N-gram
Segments

Retrieved
Dissertations

Segments in the
Test Dataset

Segments Identified
as Plagiarized

Reported
Plagiarism Ratio

3 4 618 15 2.43%

4 2 624 2 0.32%

5 0 627 0 0.00%

6 0 627 0 0.00%

7 0 626 0 0.00%
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can only point to the similarity it identified. Causes of this similarity, however, might

be totally unrelated to plagiarism as demonstrated by the bigram and trigram detection.

Experiment II: detecting paragraph simulated-plagiarism

In the second experiment, the original test dataset was injected with two paragraphs ex-

tracted randomly from the “Sociology and Anthropology” subcorpus to simulate an act

of plagiarism. The two paragraphs, shown in Table 14, were inserted into the first and

second pages of the original test dataset. For the characteristics of the dataset with

paragraph simulated-plagiarism see Table 8.

As established by the first experiment, bigram segments are too general to be consid-

ered as direct plagiarism. Hence, we ran the PD system through the test dataset with

the two plagiarized paragraphs after segmenting it into the 3–7 g iterations.

The results of the second experiment are given in Table 15. The third column lists the

number of segments after the insertion of the segments from the two plagiarism-

simulated paragraphs (cf. Table 8). The fourth lists the number of n-gram segments that

the plagiarized paragraphs consist of. The fifth lists the number of segments that the PD

system labeled as ‘plagiarized’. Notice that the values in the fifth column are higher than

those in the fourth. The reason is that the PD system was able to detect all the simulated

plagiarism and added the number of segments it had labeled as ‘plagiarized’ in the untam-

pered dataset. For instance, the PD system labeled 114 as ‘plagiarized’ trigrams, 99 of

which are trigrams in the plagiarism-simulating paragraphs and 15 trigrams labeled as

‘plagiarized’ in the original test dataset as explained in experiment I.

Table 16 Plagiarism-simulated sentences as injected in the original test dataset

Plagiarism-simulated sentences Page# Paragraph#

تابتكملةيتامولعملاةءافكللةيرايعملاتافارحنلااوةيباسحلاتاطسوتملا 1 1

اهتلااحوةيئانبلاطامنلأا 1 2

ةيساسلأاسرادملاتابتكملةيميلعتلاةءافكللةيرايعملاتافارحنلااو 1 3

فوفصلاايلعلاةيساسلأاةلحرملاةبلطومهددعغلابلاو 1 4

بسنلاوتاراركتلاجارختساةساردلاةلئسأ 2 1

عوضومةرهاظلالوانت 2 3

اهاضتقمبيرجيةيقطنم 2 4

ةيوحنلاةرهاظلالاوحأرئاصب 3 1

تافارحنلااوةيباسحلاتاطسوتملاوةيوئملابسنلاوتاراركتلاجارختسا 3 2

يكرحلاليلحتلاةيمهأ 3 3

Table 15 Results of the paragraph simulated-plagiarism experiment

N-gram
Segments

Retrieved
Dissertations

Segments in the
Test Dataset

Segments with
Simulated Plagiarism

Segments Identified
as Plagiarized

Reported
Plagiarism Ratio

3 4 718 99 114 15.88%

4 2 725 97 99 13.93%

5 2 730 95 95 13.01%

6 2 731 93 93 12.72%

7 2 729 91 91 12.48%
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Experiment III: detecting plagiarism-simulated sentences injected in the dataset

In the third experiment, the original test dataset was injected with ten plagiarism-

simulated sentences that were extracted randomly from the JUPlag corpus at large, ra-

ther than the “Sociology and Anthropology” subcorpus as the case was in the second

experiment. The rationale was that we wanted to verify how our PD system would be-

have when the source of plagiarism is outside the scope of its corpus.

The ten plagiarized sentences are of variable word counts, 3 to 7 grams in length.

They were appended to the original dataset in different paragraphs, with some injected

on the first page, some on the second, and some on the third as shown in Table 16.

For the characteristics of the new test dataset with plagiarism-simulated sentences, see

Table 8. The PD system ran through this test dataset against the Sociology and Anthro-

pology subcorpus.

A summary of the results of this experiment are in Table 17, where column 3 has

the number of segments after insertion of the ten plagiarism-simulated sentences (cf.

Table 8). In the next column are the number of n-grams that the plagiarized sen-

tences consist of. Our PD system reports, in the last column, the plagiarism ratio as

calculated by Eq. (1).

The table shows the PD system to have failed to detect any of the plagiarized n-gram

segments of the sentences that were injected in the test dataset. The system, however,

continued to label 15 trigrams and two of the 4-gram segments as ‘plagiarized’. This is

reminiscent of experiment I. This demonstrates that plagiarism from sources not cov-

ered by the PD corpus is likely to pass undetected.

To verify the efficiency of our PD system when the plagiarism lies within the scope of

its corpus but without particularization of topic, the same experiment was run again

but this time against the entire JUPlag corpus. It demonstrated that the system was per-

fectly capable of spotting plagiarized sentences even when the topic is not specified,

Table 17 Results of experiment III where the dataset is injected with plagiarism-simulated
sentences and run against the subcorpus

N-gram
Segments

Retrieved
Dissertations

Segments in the
Test Dataset

Segments with
Simulated Plagiarism

Segments Identified
as Plagiarized

Reported
Plagiarism Ratio

3 4 662 28 15 2.27%

4 2 672 19 2 0.30%

5 0 673 13 0 0.00%

6 0 673 8 0 0.00%

7 0 672 4 0 0.00%

Table 18 Results of experiment III where the dataset is injected with plagiarism-simulated
sentences and run against the entire corpus

N-gram
Segments

Segments in
Test Dataset

Segments with
Simulated Plagiarism

Segments Identified
as Plagiarized

Reported
Plagiarism Ratio

3 662 28 159 24.02%

4 672 19 57 8.48%

5 673 13 20 2.97%

6 673 8 11 1.63%

7 672 4 5 0.74%
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provided that the plagiarized source is in its corpus. See Table 18 for a summary of re-

sults and Table 19 for a sample of identified plagiarism.

In addition, the PD system labeled more n-gram segments other than the ones re-

ported in experiment I. For instance, the PD system labeled (159) plagiarized trigram

segments in the test dataset. This number includes the plagiarism-simulated trigrams

(28), the (15) trigrams segments labeled in the subcorpus from experiment I, in

addition to (116) new trigrams segments detected in the entire JUPlag corpus.

Notice in Table 18 that the PD system identified exceedingly more than the injected

trigrams and 4-gram segments, but beginning from 5-grams the plagiarism yield be-

came more reasonable. This goes to support Roig’s (1999) definition of plagiarism as

“the appropriation of strings of five consecutive words or longer. (p.973)” since shorter

n-gram segments hardly ever constitute propositions. Even with 5-, 6-, and 7-gram seg-

ments, the system overestimated plagiarism by seven, three, and one segment respect-

ively. This distortion indicates that the longer the segment is, the more confident the

identification.

Conclusion and research directions
We presented above a plagiarism detection corpus built for Arabic and designed espe-

cially for academic purposes. JUPlag is organized in accordance with the Dewey classifi-

cation system and is guided by the metadata adopted by the Library of the University

of Jordan. Although this corpus is still under construction, research on Arabic that is

carried out by the international community may benefit from it. It can use it in its

current state for the detection of plagiarism in Arabic dissertations and articles

prior to final submission. It can also be beneficial for the development of new pla-

giarism detection tools. It may also be used for corpus-based and corpus-driven

linguistic analyses, for language learning and teaching, for lexicography, and for

teaching research methodology. We showed here the stages of corpus construction

and the challenges encountered. To test the reliability of the corpus and PD sys-

tem, we conducted a set of experiments with multi-instances of plagiarism-

simulated paragraphs and sentences deliberately injected in a test dataset. Experi-

mental results proved both the corpus and the system to be quite efficient in de-

tecting n-gram verbatim plagiarism. It has been demonstrated here that it is

indispensable for an extrinsic plagiarism detection system to have an authentic, big,

versatile, properly classified and richly annotated reference corpus. It has also been

confirmed that verbatim plagiarism detection is only reliable when the similarity-

matching unit is longer than 4-g. In the next phase of this project, the reference

Table 19 Samples of plagiarized n-gram segments

N-gram Segments Suspicious Plagiarism Sentences

5-gram اهزرباتايصوتلاةعومجمةساردلاتصلخ

ةرورضاهزرباتايصوتلاةعومجمةساردلا

اهمهاجئاتنلاةعومجمةساردلاتلصوت

ةيداصتقلااوةيسايسلاةايحلاتلااجمىتش

6-gram بسنلاوتاراركتلاجارختسامتةساردلاةلئسا

ةيوئملابسنلاوتاراركتلاجارختسامتةساردلا

7-gram بسنلاوتاراركتلاجارختسامتةساردلاةلئساةيوئملا
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corpus will be expanded to encompass all the dissertations in the Thesis Repository

of the Union of Arab Universities. The PD system will also utilize a variety of pla-

giarism detection techniques. Future research may focus on the expansion and rep-

resentativeness of the corpus; the bigger the corpus and the more representative it

is of disciplines in the humanities and social sciences, the more efficient plagiarism

detection will be. Detection may also be complemented by the use of intrinsic, ma-

chine learning, and deep machine learning techniques.
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